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Synopsis
Fusion plasma could act as a viable source of clean and unlimited energy,

replacing fossil fuels and fission-based reactors. In this direction, inertial con-
finement fusion (ICF) and magnetic confinement fusion (MCF) are two major
technological alternatives to achieve the nuclear fusion from the burning plas-
mas. ICF uses powerful lasers, such as one at Lawrence Livermore National
Laboratory, to fuse the fusion reactants. Whereas MCF uses strong magnets that
produce the magnetic field in a torus-shaped geometry to confine the fusion
fuel. MCF, which is the focus of this thesis work, has gained considerable at-
tention over the past few years for the commercialization of fusion reactors and
thus inspired the world’s largest fusion reactor, ITER (International Thermonu-
clear Experimental Reactor), to demonstrate the efficient replication of fusion
reactions on Earth and hence to show the viability of nuclear fusion as a clean
energy source. In this quest, the tokamak and the stellarator are two leading
contenders for achieving nuclear fusion from magnetically confined plasmas.
They differ in terms of magnetic field configuration in the toroidal direction.
A tokamak is an axisymmetric device, and a stellarator is a non-axisymmetric
device. Both of these concepts have inherent advantages and disadvantages in
achieving nuclear fusion from toroidally burning plasmas. In particular, for
the viability of fusion, the plasma confinement time should be sufficiently long
to achieve a net energy balance. However, the measured particle and energy
losses in fusion plasma are higher than those of collisional processes. This so-
called anomalous transport is due to the small-scale instabilities, called micro-
instabilities, that are a major cause of particle and heat loss from the device.
Irrespective of the magnetic field structure, both the tokamak and the stellara-
tor are prone to microturbulence, and thus their understanding and control are
of paramount importance.

In this thesis, first-principles-based global gyrokinetic simulation studies
of the electrostatic microturbulence are presented in the Large Helical Device
(LHD) stellarator and ADITYA-U tokamak, using the state-of-the-art code GTC
(Gyrokinetic Toroidal Code), and the effects of impurities on the microturbu-
lence are investigated in both machines. (ADITYA-U is the first Indian toka-
mak, and LHD is one of the world’s largest superconducting stellarators in
Japan.)



In the first part of the thesis, global gyrokinetic simulations of the ion tem-
perature gradient (ITG) and trapped electron mode (TEM) driven turbulence
in the LHD stellarator are carried out with kinetic electrons using the mono-
tonic smooth numerical plasma profiles. ITG simulations show that kinetic
electron effects increase the growth rate by more than 50% and more than dou-
ble the turbulent transport levels compared with simulations using adiabatic
electrons. Zonal flow and microturbulence are ubiquitous in nature. Zonal
flow dominates the saturation mechanism in the ITG turbulence. Nonlinear
simulations of the TEM turbulence show that the main saturation mechanism
is not the zonal flow but the inverse cascade of high to low toroidal harmonics.
Further nonlinear simulations with various pressure profiles indicate that the
ITG turbulence is more effective in driving heat conductivity, whereas the TEM
turbulence is more effective for particle diffusivity.

In the second part of the thesis, global gyrokinetic simulations of electro-
static microturbulent transport for the experimental discharge of the LHD stel-
larator are carried out in the presence of boron impurity using GTC. The simu-
lations show the co-existence of the ITG turbulence and TEM before and during
boron powder injection. ITG turbulence dominates in the core, whereas TEM
dominates near the edge, consistent with the experimental observations. Linear
TEM frequency increases from ∼ 80 kHz to ∼ 100 kHz during boron injection,
and the ITG linear frequency decreases from ∼ 20 kHz to ∼ 13 kHz, consis-
tent with the experiments. The poloidal wave number spectrum is broad for
both ITG: 0 − 0.5 mm−1 and TEM: 0 − 0.25 mm−1. The nonlinear simulations
with boron impurity show a reduction in the turbulent transport compared to
the case without boron. The comparison of the nonlinear transport shows that
the ion heat transport is substantially reduced in the region where the TEM
is dominant. However, the average electron heat transport throughout the ra-
dial domain and the average ion heat transport in the region where the ITG
is dominant are similar. The simulations with boron show the effective heat
conductivity values qualitatively agree with the estimate obtained from the ex-
periment.

In the third part of the thesis, global gyrokinetic simulations of the elec-
trostatic microturbulence driven by the pressure gradients of thermal ions and
electrons are carried out for the ADITYA-U tokamak geometry using its experi-
mental plasma profiles and collisional effects. The dominant instability is TEM,
based on the linear eigenmode structure and its propagation in the electron dia-
magnetic direction. Collisional effects suppress turbulence and transport to a
certain extent. Simulations by artificially suppressing the zonal flow show that



the zonal flow is not playing a critical role in the TEM saturation, which is
dominated by the inverse cascade. The frequency spectrum of the electrostatic
fluctuations is in broad agreement with the experimentally recorded spectrum
in the ADITYA-U, with a bandwidth ranging from ∼ 0 to 50 kHz.

In the fourth part of the thesis, the global gyrokinetic simulations of the
electrostatic microturbulent transport in the ADITYA-U tokamak are performed
in the presence of argon impurity and radial electric field determined from
the toroidal rotation. The dominant instability shares the features of ITG tur-
bulence and TEM based on the direction of propagation and its response to
the zonal flow. The radial electric field itself suppresses the turbulence and
transport by changing the ~E × ~B shear, in agreement with the experimental ob-
servations. However, due to their low concentration, including argon ions in
the gyrokinetic simulations does not affect the transport. A comparison of the
simulations before and after argon puffing shows that the primary mechanism
responsible for the reduction in transport is due to the change in plasma pro-
file after argon puffing, which changes the linear instability drive due to the
change in the profile gradient. Further simulation studies would be necessary
to decipher the underlying mechanism for the change in plasma profile after
argon puffing.

Finally, a novel framework is presented in the cylindrical coordinates to get
rid of the difficulties of the null point (X-point), where the poloidal magnetic
field vanishes, along with the singular behaviour of the safety factor and Jaco-
bian in Boozer coordinates. This framework allows cross-separatrix coupling,
which makes it feasible to carry out whole-volume gyrokinetic simulations of
fusion plasmas.

To summarize, this thesis presents first-principles-based global gyrokinetic
simulations of electrostatic microturbulence and the effects of impurities on
the microturbulence in the LHD stellarator and ADITYA-U tokamak. These
microinstabilities act as one of the dominant channels for the transport of par-
ticles and heat flux in fusion plasma, so their understanding and control are
crucial for the viability of nuclear fusion.
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Chapter 1

Introduction

1.1 Nuclear fusion

Tremendous efforts are going on worldwide to efficiently replicate the fusion
reaction on Earth that powers our Sun and other stars in the universe [1]. In
this reaction, two light nuclei fuse by overcoming the Coulomb barrier due
to the strong gravitational pull of the massive star, forming the heavy nuclei
with a little discrepancy in mass which is released as the energy according to
Einstein’s mass-energy relationship E = mc2, where m is the difference in mass
of product and reactant nuclei and c = 3 × 108 m/sec is the speed of light. On
Earth, one of the preferable reactions is governed by the fusion of deuterium
(2H) and tritium (3H) [2], as shown in Fig. 1.1.

The mass discrepancy is released as 14.1 MeV of energy as the kinetic en-
ergy of the neutron (n), which is aimed to be harnessed by the fusion devices
to generate electricity. The α-particle (4He) released as a fusion product is tar-
geted to self-sustain the fusion.

The so-called controlled thermonuclear fusion could be a viable source of
unlimited and clean energy that can resolve the energy-related issues of the
largest part of the world’s population. This approach is beneficial as it could
help achieve the net zero carbon emission goal, shifting the demand for non-
renewable energy resources and negligible radioactive waste compared to fis-
sion reactors. In this direction, inertial confinement fusion (ICF) [3] and mag-
netic confinement fusion (MCF) [4] are the two major technologies used to
achieve fusion. In ICF, the strong pulsed lasers are used (as one installed at
National Ignition Facility, Lawerence Livermore National Laboratory, USA) to
fuse the nuclei. However, MCF uses strong electromagnets to confine the fusion
fuel.

Despite the science and engineering challenges and complexities of harness-
ing the power from nuclear fusion, recent research based on the two alterna-
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2H 
3H 

4He + 3.5 MeV n + 14.1 MeV 

Proton 

Neutron 

Figure 1.1 – Nuclear fusion reaction.

tives has shown encouraging results. The last years entitle the breakthroughs
in fusion science from both ICF and MCF. For example, on 5th December 2022,
NIF, USA achieved the first ignition and target gain > 1 [5]. The net gain was
achieved by shining a laser with energy 2.05 MJ, resulting in 3.15 MJ of out-
put fusion energy, with a gain of ∼ 1.5. It breaks the earlier record by NIF,
where they demonstrated the 1.3 MJ of fusion energy release with an input
laser energy of 1.9 MJ. Alongside ICF, MCF has also picked up the pace in this
direction. The JET fusion facility, housed at Culham Center for Fusion Energy
in Oxford, UK, is one of the biggest fusion reactors based on MCF. On 21st De-
cember 2021, JET announced the production of 59 MJ of fusion energy during a
5 s pulse, breaking the 21.7 MJ of energy record in the 1997 campaign [6]. This
increased time window over which the fusion is sustained will allow scientists
to explore the crucial phenomena for sustainable fusion.

These breakthroughs have paved the attention of governments and several
private sectors worldwide. For example, the US government invests $700 mil-
lion per year in fusion energy. Last year it announced that $50 million would
be delivered to private companies to help the private fusion start-ups to accel-
erate the commercialization of the nuclear fusion reactors [7]. Following the
breakthrough at the JET fusion facility, the UK government has also agreed
to provide £220 million for the first phase of the STEP project [8]. Similarly,
the European Union delivers e679 million to EUROfusion through which the
European countries collaborate [9]. Japan has always been a hub for fusion
energy advancements competing world’s fusion leaders. The Japanese govern-
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ment spends tens of billions of Yen annually on international and domestic
fusion projects. As a pacifist country, Japan has also reviewed some sensitive
topics to keep pace with other countries [10]. In this quest, based on MCF,
International Thermonuclear Experimental Reactor (ITER) will be the largest
fusion reactor in the world to demonstrate the net gain with 500 MW of out-
put power with 50 MW of input power, with an estimated funding of ∼ $25
billion [11]. It is the largest collaborative project, including 35 nations, being
constructed at Saint-Paul-lès Durance, France. Furthermore, it aims to sustain
the fusion plasma pulse for ∼ 8 minutes and hence will prove the viability of
nuclear fusion as a long-term energy source. Given this, the research in fusion
science will enter a new era in the coming years.

1.2 Magnetic confinement fusion

In MCF, heating the neutral gas to the fusion temperature leads to the forma-
tion of plasma, which is used as the fusion fuel whose degrees of freedom are
suppressed using the strong magnetic field. For instance, the unidirectional
magnetic field along the axis of the cylinder confines the charged particle in
a plane perpendicular to the magnetic field and make them gyrate along the
magnetic field. However, the charged particles can still drift in the third di-
rection. To suppress this third degree of freedom, the cylinder’s two ends are
combined to form a torus. Due to the geometrical effects and inhomogeneities
in the magnetic field, the particles drift outward while moving across the torus,
leading to the loss of plasma. To nullify this drift, the magnetic field lines are
twisted in the toroidal direction by applying a magnetic field in a plane perpen-
dicular to the toroidal direction, known as the poloidal plane. This twist in the
magnetic field is represented in terms of safety factor q (or the rotational trans-
form ι = 1/q), which is the number of toroidal transits in one poloidal transit by
a magnetic field line. These poloidal and toroidal components of the magnetic
field are generated by different means. External coils generate the toroidal mag-
netic field, and the poloidal magnetic field is generated differently in tokamak
and stellarator, which are two major alternatives to achieve fusion using MCF.
In tokamak, the poloidal magnetic field is generated using plasma current in
the toroidal direction. Whereas in the stellarator, the poloidal cross-section is
rotated by modifying the design of external coils. Tokamak and stellarator are
the two leading contenders in achieving nuclear fusion from toroidal burning
plasma. Both of them have their advantages and disadvantages [12]. The fol-
lowing sections present a brief description of the tokamak and stellarator.
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Figure 1.2 – Schematic of magnetic confinement fusion based on the tokamak.
Source: Max Planck Institute for Plasma Physics, Germany.

1.2.1 Tokamak

Tokamak (with the Russian acronym: toroidal chamber with magnetic coils) is
a torus-shaped axisymmetric device that uses strong electromagnets to confine
the plasma [2]. It was conceptualized by two Russian scientists, Tamm and
Sakharov, in 1952. Tokamak uses a central solenoid to generate the plasma
current, generating the poloidal magnetic field. Whereas the external magnetic
coils generate the toroidal magnetic field. Figure 1.2 shows the schematic of the
tokamak fusion reactor. The central solenoid, shown by the blue column at the
center, drives the plasma current, shown by big red arrows inside the vacuum
vessel, that generates the poloidal magnetic field. The toroidal magnetic field
is produced by the poloidal magnetic coils shown in blue. Over the magnetic
flux surface shown by magenta, the toroidal and poloidal magnetic field lines
are indicated by green arrows. Thus, the total magnetic field results from the
toroidal and poloidal magnetic fields, as shown by black arrows, and is twisted
around the torus to produce a rotational transform that cancels the radial drifts
of plasma. Till now, a substantial amount of research has been carried out
in tokamaks [13], and the design of the world’s largest fusion reactor, ITER
[11], is inspired by the existing tokamaks. Tokamak plasma is relatively easy to
generate with good confinement properties; however, the need for transformer
action to generate the current makes its operation pulsed [2]. In addition, the
necessity of toroidal plasma current to produce the rotational transform makes
the device more prone to current-driven instabilities.
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Figure 1.3 – Schematic of magnetic confinement fusion based on the stellarator.
Source: Max Planck Institute for Plasma Physics, Germany.

1.2.2 Stellarator

Stellarator (Stella means star in Latin) is the non-axisymmetric counterpart of
the tokamak [14], in which the rotational transform is produced by using a
combination of helical, planar and non-planar magnetic coils instead of plasma
current. It was first proposed by astrophysicist Lyman Spitzer from Princeton
University in 1951. Figure 1.3 shows the schematic of a modern-day stellarator.
In the figure, the toroidal magnetic field is generated by the magnetic coils in
blue, and the rotational transform is produced by twisting the magnetic field
lines using helical coils shown in coastal blue. The red arrows represent the
direction of the current in the coils. The resulting magnetic flux surface is
twisted, as shown in magenta. The magnetic field lines are drawn in black on
the flux surface. Absence of toroidal plasma current leads to several benefits
in stellarators in contrast to axisymmetric tokamaks. For example, it leads to
steady-state operation of the device with the avoidance of disruptions, reduced
MHD activities, lower levels of zonal flows, etc. [14–16], discussed in the fol-
lowing sections. However, these benefits come at the cost of toroidal symme-
try breaking, leading to an increased neoclassical transport [14]. To mitigate
these disadvantages, quasi-symmetry and quasi-isodynamicity concepts have
been developed as further optimization of the stellarator configuration [17–19].
In contrast to quasi-symmetric stellarator, quasi-isodynamic stellarator has a
unique property, due to which, in addition to the only dependency of the ac-
tion integral of the bounce motion of trapped particles on the particle’s radial
position, the trapped particle orbits precess around the torus poloidally. Due
to this, the trapped particle driven instabilities are stabilized over a large pa-
rameter space [20, 21]. Stellarator optimization, to reduce the neoclassical and
turbulent transport, is gaining interest by tuning the 3D magnetic field con-
figuration. One major challenge is constructing such a twisted magnetic field
configuration with high precision. Due to the design complexities of the stel-
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larator, the tokamak is considered the mainline magnetic fusion device. How-
ever, the stellarator has also gained considerable attention in recent years as a
viable fusion reactor.

1.3 Major challenges

The science and engineering challenges are immense and huge on the path to
viable fusion. In a tremendously complicated system like fusion reactors, find-
ing the parametric dependence for the efficient fusion reaction is quite a non-
trivial task. In this direction, J. D. Lawson, in 1955, found the criterion for the
efficiency of the fusion, which is known as Lawson criterion [22] and later on
modified to a more suitable quantity known as fusion triple product [23, 24],
given by:

nTiτE > 5× 1021 m−3 s keV, (1.1)

where n is the plasma density, Ti is the ion temperature, and τE is the energy
confinement time. The precise value of the constant on right hand side depends
upon the nature of n and Ti profiles and the use of average or peak values [2].
The parabolic profiles and peak values are used while writing Eq. 1.1. Fusion
triple product is one of the most important quantities to measure the viability
of nuclear fusion. Equation 1.1 means that not only should the plasma be hot
enough for the fusion to occur, but it should also be sustained for a time long
enough, along with the condition which dictates that a sufficient amount of
fusion reactions are happening to exceed the net power gain of unity; Q > 1,
where Q is the fusion power gain which is the ratio of power produced from
fusion to the power used to heat the system.

Figure 1.4 shows the variation of fusion triple product with the ion temper-
ature for various devices operated since 1960’s and projected values for future
reactors such as ITER. Till today, JT-60 has reported the highest fusion triple
product of 1.5 × 1021 m−3 s keV [25]. TFTR and JET have also achieved the
high fusion triple product of 7.9 × 1020 m−3 s keV [26] and 6.1 × 1020 m−3 s
keV [27], respectively. This progress in fusion science has demonstrated the
achievable reactor relevant parameters and allowed the physics understanding
of the underlying processes governing the transport. The shaded blue region
in the figure corresponds to ignition with Q > 1.0 for D-T fusion. So far, the
breakeven Q = 1.0 (which represents the situation when the energy supplied to
fuse the nuclei equals the energy released in fusion) has not been achieved yet,
though the reactors such as TFTR and JET have come close to it with Q = 0.27
for TFTR in 1990’s [28], and Q = 0.64 for JET in 1999 [29]. Future reactors like
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Figure 1.4 – Fusion triple product as a function of ion temperature for various
fusion devices operated at different times. Source: Alf Köhn-Seeman.

ITER [30] and SPARC [31] are projected to surpass the breakeven and achieve
ignition for the first time. The shaded region in gray corresponds to the un-
desired plasma cooling due to bremsstrahlung radiation and therefore is not
suitable for fusion. The relevant information for the other fusion devices can
be found in Ref. [32]. ITER is intended to demonstrate the viability of fusion
with power gain Q > 1 along with the steady-state operation over ∼ 1000 s.
Following this, DEMO will be the first prototype commercial nuclear fusion
reactor and successor of ITER, with a power gain of Q = 25 and is supposed to
be fully operational by 2050 [33].

On the journey to the commercialization of nuclear fusion reactors, hurdles
and knowledge gaps will be overcome and filled over time with the continuous
efforts happening worldwide. The following are the major challenges:

1.3.1 Design considerations

In fusion reactors, the plasma temperature is quite high, and the particles have
radially outward drifts due to the various transport processes. In addition
to this, energetic particles such as α-particles produced during fusion exhibit
MeV of kinetic energy and hit the plasma-facing components such as the di-
vertor and cause damage. Several strategies have been proposed to mitigate
the damage caused by the energetic particles and reduce the heat load at the
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divertor plates. However, it requires the development of advanced materials to
sustain the heat load on walls [34]. Furthermore, designing magnetic coils with
high precision is quite challenging. In particular, a great deal of complexity is
involved in designing the magnetic coils of stellarators. This is one of the ma-
jor reasons the fusion research on stellarators was in the dark for a long time.
However, recent research has shown the alternatives to simplify the designs of
magnetic coils using permanent magnets [35].

1.3.2 MHD activities

Magnetohydrodynamics (MHD) instabilities are one of the major candidates for
the transport in the present-day fusion devices, limiting their operation for the
viable fusion [2]. Therefore, it is always desired that the plasma is MHD stable
at high values of β, where β is the ratio of kinetic pressure to magnetic pres-
sure. The high β plasma also provides a driving force for the MHD instabilities.
However, due to economic constraints, the fusion reactors must operate at high
β values, thus making the fusion plasma inherently unstable. In their simplest
form, these large-scale instabilities are described by the MHD equations. They
are mainly excited by the gradients in plasma current and plasma pressure and
are termed as kink modes and ballooning modes, respectively. These instabil-
ities could be stabilized by plasma compression, bending, and compression of
magnetic field lines, which is a subject of plasma shaping [36]. Furthermore,
macroscale instabilities called Alfvén eigenmodes are driven unstable by the
energetic particles used to heat the plasma to the fusion temperatures [37].
These instabilities lead to a loss of energetic particles and α-particles produced
during fusion before they deliver their energy to the plasma. The loss of en-
ergetic particles also leads to localized heating of plasma-facing components,
thus degrading the device’s performance.

1.3.3 Disruptions

The disruptions are the instabilities that lead to the sudden and violent loss of
plasma confinement [38]. They correspond to the worst events that can occur
in tokamaks as they lead to an intense mechanical stress and heat load on the
walls, due to which the plasma discharge collapses abruptly [39]. Disruptions
affect the tokamak operation by imposing limits over the maximum achievable
density, β value, and low-q current. Disruptions are phenomenological rich
and are caused by multiple reasons. From the instability point of view, tearing
modes and magnetic islands play a vital role in their occurrence. Fundamen-
tally, these instabilities and hence the disruptions are driven unstable by the
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toroidal currents, one of the key components of tokamaks to generate the ro-
tational transform. In this context, stellarators are advantageous due to the
absence of toroidal plasma current. For the safe operation of fusion reactors,
mitigating or reducing their impact on the device is necessary. To reduce the
mechanical and thermal load on the walls during disruptions, neutrals are in-
jected, leading to the radiative cooling of the plasma [40]. This process converts
most of the plasma energy into electromagnetic radiation and thus lowers the
damage to the walls. Recent advances in machine learning-based approaches
have opened new avenues for the real-time avoidance of disruptions [41].

1.3.4 ELMs

The discovery of high confinement mode (H-mode) in tokamaks has played
an important role in advancing progress in fusion science. It was invented
in ASDEX tokamak in the early 1980’s during the heating experiments with
neutral beam injection (NBI) [42]. During the H-mode operation, the energy
confinement time increases by almost twice. H-mode arises in the plasma due
to the creation of a transport barrier at the plasma edge with steep profile gra-
dients, known as pedestal, which limits the radial outward flux of heat and
particles. Therefore, it will be the default operational mode for future reac-
tors such as ITER. Along with the H-mode discovery, different diagnostics have
shown a new type of instability near the plasma edge, called edge localized
modes (ELMs). During the onset of ELMs, the stored energy in the plasma is
expelled out with short and sudden bursts of particles within a few hundred
microseconds or even lesser. These bursts cause severe damage to the walls of
the container and hinder the plasma operation. Even in their weakest form,
ELMs lead to the erosion of impurities from the walls that diffuse inside the
core and cool the plasma by diluting the fuel. Considerable research has been
done to understand and control ELMs [2]. Recent experiments in EAST toka-
mak have shown the suppression of ELMs during the injection of impurities
and have access to the H-mode of plasma [43].

1.3.5 Microturbulence

In fusion reactors [2, 4], the energy and particle confinement times must be
long enough to achieve a net energy balance between the energy supplied to
heat the system and the energy produced by the fusion process in the plasma.
The energy and particle losses observed in magnetic fusion experiments are sig-
nificantly higher than predicted values for the collisional processes [44]. This
so-called anomalous transport is believed to be primarily due to small-scale
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instabilities called micro-instabilities caused by the temperature and density
gradient of plasma species [45]. These micro-instabilities are the drift wave
instabilities, the wave-like fluctuations of the electric field, density, and tem-
perature that move along the poloidal direction, driven unstable by the plasma
drifts [46]. These fluctuations cause a significant energy release mechanism for
the free energy stored in the pressure gradient in the confined plasma [45]. In
simple terms, the gradient in the plasma profile acts as a source of available
free energy for the turbulence to rise; for example, ion temperature gradient
(ITG) turbulence [47] is driven unstable due to a gradient in ion temperature.
Even the trapped particle orbits about the magnetic field lines can excite some
of the turbulences in the presence of drive; for example, trapped electron mode
(TEM) [48] is excited in fusion plasmas due to the population of trapped elec-
tron orbits and the existence of a gradient in electron density and/or electron
temperature. Unlike ITG turbulence, TEM requires the resonant interaction of
trapped electrons with drift wave. Fluctuations in the presence of drive cause
~E×~B drift of the plasma particles, leading to turbulence. In addition, due to the
nature of magnetic drifts and trapped electron orbits in the toroidal geometry,
the magnetic field curvature defined as ~κ =

(
b̂ · ∇

)
b̂ plays an essential role in the

growth of microturbulence, where b̂ is the unit vector along the magnetic field.
For example, ITG and TEM driven turbulence in tokamaks are unstable on the
outboard side where the curvature is bad (κ < 0) [45]. Furthermore, microtur-
bulence excites poloidally and toroidally symmetric structures with a variation
in the radial direction called zonal flow. Zonal flow and microturbulence are
universal aspects of drift wave instability [49]. The ~E × ~B shear caused by zonal
flow plays a vital role in regulating the turbulent transport in fusion plasmas.

1.4 Microturbulence in fusion plasmas

Microturbulence is an extensively studied subject in fusion research [45]. It is
one of the major concerns for the viable operation of fusion devices due to its
multi-physics and multi-scale nature. It is highly accepted in the fusion com-
munity that ITG and TEM driven turbulences play a crucial role in transporting
the heat and particle fluxes on ion scales [45]. The design of future reactors re-
lies on the extrapolation of the turbulent transport levels from past and current
fusion experiments to much larger future experiments such as ITER [11, 30].
Therefore, it is essential to review the various fusion devices and microturbu-
lence investigations, which are described as follows:
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1.4.1 JT-60

Japan Torus-60 (JT-60) is an advanced tokamak operated by Japan Atomic En-
ergy Agency since 1985, in Japan and recently has been upgraded to the “super
advanced” JT-60SA [50]. As of 2018, JT-60 entitles the highest achieved fusion
triple product of 1.5×1021 m−3 s keV [25]. It is designed to assist the optimized
operation of bigger reactors such as ITER by overcoming the physics and engi-
neering challenges [51]. Investigating the physics of microturbulent transport
and their control are the major research plans of JT-60SA for improved plasma
confinement [52, 53]. In this direction, PCI diagnostic has been designed in
JT-60SA for core fluctuation measurements on the ion scale turbulence such as
ITG/TEM that is a major cause of anomalous transport [54].

1.4.2 JET

Joint European Torus (JET) is one of the world’s largest tokamak-based fu-
sion reactors, operational since 1983 in Culham Center for Fusion Energy, UK.
JET has played a significant role in demonstrating the attainability of reactor-
relevant parameters [55]. However, turbulence fluctuations have been found
in various diagnoses in JET experiments. For example, the turbulent transport
analysis of JET H-mode has shown the dominance of ITG instability [56]. Re-
cent investigations on JET experiments have also shown the nonlinear electro-
magnetic suppression of microturbulence driven by ITG turbulence using the
fast ion drive [57]. Furthermore, the power scan studies in JET exhibit a tran-
sition from ITG to kinetic ballooning mode (KBM) instability. During the L-H
transition, the reduced core microturbulence amplitude has been seen along
with the suppression of edge microturbulence [58].

1.4.3 EAST

Experimental Advanced Superconducting Tokamak (EAST) is the first tokamak
to use superconducting magnets [59]. It is housed in Hefei, China. Operating
since 2006, EAST has already made significant contributions towards the long-
term goals of future fusion reactors such as ITER. For example, the change in
microturbulence activity followed by the L-H transition is poorly understood.
In this direction, EAST experiments have measured the characteristics of core
microturbulence during the L-H transition [60]. Similarly, the nonlinear cou-
pling of MHD mode and microturbulence is studied in EAST [61], and the ef-
fect of 2/1 classical tearing mode on microturbulence has been investigated in
the core of L-mode discharge of EAST [62]. Improved plasma confinement is
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recently achieved in EAST over ∼ 1000 s in a new self-organizing, high confine-
ment regime called Super I-mode [63].

1.4.4 DIII-D

DIII-D is the tokamak designed to operate at high β values with strongly shaped
plasma. Since 1980’s, it has been operated by General Atomics, San Diego,
US. Several experiments in DIII-D have witnessed the existence of microtur-
bulence. For instance, the analysis of density and temperature fluctuations
measurements has shown the signatures of ITG and/or TEM turbulence in the
L-mode discharge of DIII-D [64, 65]. To optimize the energy and particle con-
finement in DIII-D, the impurity seeding experiments have been performed
and have shown improved confinement due to the suppression of core turbu-
lence and transport [66]. Recent results in DIII-D have found that in addition
to the anomalous transport, microturbulence can also lead to the regulation
of low frequency Alfvén waves [67]. Furthermore, the L-H transition causes
a considerable decrease in radial correlation length as well as the amplitude
of microturbulence due to the onset of the strong radial electric field in the
edge transport barrier and hence an increased ~E × ~B shear [68]. DIII-D has also
accessed the high performance Super-H mode, where the turbulent transport
leads to increased core temperature and pressure with the increased pedestal
height [69].

1.4.5 ADITYA-U

ADITYA-U is the first Indian tokamak housed in Institute for Plasma Research,
India. It is a medium-sized, air-core tokamak that has recently been upgraded
from the ADITYA tokamak [70–73] to incorporate a new set of divertor coils for
shaped plasma operations with a new vacuum vessel along with a new toroidal
belt limiter. Since its commissioning, several experiments relevant to the op-
eration of future fusion devices such as ITER have been performed [71–73],
including experiments on generation, transport, and control of runaway elec-
trons [72, 73], plasma disruption [72, 73], transient transport phenomena such
as cold-pulse propagation [73, 74] and plasma detachment [73]. Edge region
in ADITYA-U is thoroughly diagnosed using various probes and signatures of
MHD modes, and turbulence-induced fluctuations have been investigated [73].
These fluctuations are found to be suppressed due to argon gas puffing.
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1.4.6 W7-X

Wendelstein 7-X (W7-X) is the world’s largest stellarator at Max Planck Insti-
tute for Plasma Physics, Greifswald, Germany, built in 2015. Stellarators have
the advantages over their axisymmetric counterparts, tokamaks, due to the ab-
sence of disruptions, lower levels of MHD activities, and steady-state opera-
tion [14–16]. However, these benefits come at the cost of toroidal symmetry
breaking that leads to an increased neoclassical transport and stronger damp-
ing of zonal flows as compared to the axisymmetric tokamaks [75, 76]. W7-X
is an quasi-isodynamic stellarator which has been optimized by reducing the
neoclassical transport to an advanced stellarator [19]. Even in the neoclassi-
cally optimized W7-X, the core plasma fluctuations measured using PCI di-
agnostics show evidence of microturbulence [77]. Recent impurity injection
experiments in W7-X have shown improved plasma confinement through the
profile change [78]. During the periods of enhanced confinement, an attenu-
ation in the turbulence fluctuations has been observed. The reduction in the
transport is due to the change in plasma profile that changes the profile gra-
dient and the intensity of the turbulence structures. Recently, W7-X has set a
new record by maintaining the hot plasma for ∼ 8 minutes [79].

1.4.7 LHD

Large Helical Device (LHD) is the world’s second largest superconducting stel-
larator after W7-X, currently operational at the National Institute of Fusion
Science, Japan. LHD employs a heliotron magnetic field originally developed
in Japan to produce the quasi-symmetry. Being a stellarator, the transport in
LHD is dominated by the neoclassical processes, which is reduced by finding a
magnetic configuration with a reduced neoclassical transport due to the strong
inward shift of the magnetic axis [80]. Even after the neoclassical optimiza-
tion in LHD, transport due to microturbulence remains a major challenge. For
example, characteristic signatures of the ITG turbulence [81–84] have been ob-
served in the LHD. Towards controlling the turbulent transport, recent impu-
rity injection studies in LHD have shown encouraging results [85, 86]. In par-
ticular, access to a reduced-turbulence improved confinement regime has been
observed upon the injection of boron powder into the plasma [86]. Following
this, LHD has also demonstrated significant progress towards the feasibility of
proton-boron fusion as an alternative to the mainstream D-T reaction [87].
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Figure 1.5 – Representation of range of spatio-temporal scales in fusion plasmas
and applicability of various models. Here, λDe is the Debye length, ρα is the gyro-
radius, Ln is the scale length of the plasma density profile at equilibrium, a is the
size of the plasma,ωpe is the frequency of plasma oscillation,ω∗α is the diamagnetic
rotation frequency, Ωα is the cyclotron frequency, vA is the Alfvén velocity, νii is
the ion-ion collision frequency, and α is the plasma species. Source: Ref. [88].

1.5 Gyrokinetic framework

Microturbulence is the key problem in fusion reactors, limiting their perfor-
mance. Understanding and controlling turbulence and transport remains a se-
rious challenge. Various analytical, numerical, and experimental studies have
been performed in this attempt. Developing the gyrokinetic framework has
been an important step. This section briefly describes the gyrokinetic frame-
work and various approaches for the in-depth study of turbulence and trans-
port in fusion plasmas.

Fundamentally, the plasma dynamics are complicated due to the co-existence
of multiple spatial and temporal scales that represent the different physics
aspects of the problem, as shown in Fig. 1.5. This poses great challenges
in describing the microturbulence in plasma using various physical models.
To avoid these difficulties nonlinear gyrokinetic model [49] solves the Vlasov-
Maxwell system of equations by suppressing the phenomena evolving at time
scales smaller than ∼ 1/Ωα where Ωα = ZαB/mαc is the cyclotron frequency of
the plasma species, mα is the mass, Zα is the charge, and B is the magnetic field
strength.

In the early days of gyrokinetic formulation, the recursive method [49] was
used for the gyro-averaging of the Vlasov equation; however, the modern gy-
rokinetics [89] uses the guiding center transform, which is based on the La-
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grangian or Hamiltonian formulation [90, 91]. Though the gyrokinetic Vlasov-
Maxwell equations correctly describe low frequency drift waves in plasma, it is
still a numerically complicated and computationally expensive task for an ac-
curate representation of microturbulence in the non-trivial magnetic confine-
ment configuration. For this, various numerical models have been developed
to serve the purpose. So far, three numerical approaches have been developed
to solve the underlying gyrokinetic equations and are discussed below:

1.5.1 Lagrangian approach

Lagrangian approach is often referred to PIC (particle-in-cell) method [92], in
which the plasma distribution is initialized by the marker particles in 5D phase
space, following pushing the particle orbits and evaluating the source terms for
the field equations at every time step. Several codes have been developed on the
basis of the Lagrangian-PIC approach, for example, GTC [93], ORB5 [94], GTS
[95], GT3D [96] etc. A delicate issue faced by this approach is the significant
growth of noise over the simulation time due to the marker particles, which
leads to the incorrect estimation of turbulent transport level. Noise control is
also crucial for accurately representing important physical quantities such as
zonal flow. Based on the nature of turbulence, several filtering techniques have
been incorporated into the simulations; one such example is magnetic field-
aligned Fourier filtering [94]. For further noise control, the low noise method
[97] is used in which, instead of evolving the full plasma distribution, only the
perturbed part of the distribution is evolved over time.

1.5.2 Eulerian approach

Eulerian approach is also referred to as the Vlasov approach. In contrast to the
Lagrangian approach, the Eulerian approach does not suffer from the sampling
noise of marker particles. However, it is prone to Courant-Friedrichs-Lewy
(CFL) stability condition [98] due to explicit time integration, which puts an
upper bound on the time step size as a function of spatial resolution of com-
putational grids. Various gyrokinetic codes make use of the Eulerian approach,
such as GS2 [99, 100], GKV [101], GKW [102], GYRO [103], GENE [104], and
GT5D [105]. To overcome the CFL constraint, implicit or semi-implicit schemes
have been proposed for time integration [105]. Moreover, the Eulerian ap-
proach benefits from a physically precise and numerically stable description
of ~E × ~B nonlinearity. In the local (flux-tube) codes such as GKV and GS2, such
things are easily taken care of by anti-aliasing and Fourier methods in the spec-
tral domain; however, this approach cannot be used in global codes.
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1.5.3 Semi-Lagrangian approach

Due to the inherent limitations of both Lagrangian and Eulerian approaches, a
third approach, known as the semi-Lagrangian approach, has been discussed
that benefits from the former ones [106–108]. In particular, it combines the
characteristics of the Lagrangian approach to eliminate the CFL constraint and
the use of the Eulerian grid to eliminate the sampling noise inherent in the La-
grangian approach. However, in gyrokinetic codes based on the semi-Lagrangian
approach such as GYSELA [108], the potential is extremely sensitive to errors in
particle conservation. Also, multi-dimensional interpolation is a tedious task
for which split operator based methods are used in the semi-Lagrangian ap-
proach.

1.6 Motivation

Tokamak and stellarator are two leading contenders in the quest to achieve
nuclear fusion from toroidally burning plasmas. They have their pros and cons.
Out of all the transport processes discussed in this chapter that contribute to
the loss of heat and particle fluxes from the fusion reactors, microturbulence
plays an important role. It hence limits the operation of the device for useful
fusion. Therefore, their complete understanding and control are vital for the
viability of nuclear fusion.

Recent research in stellarator and tokamak has shown encouraging results.
In the experiments, signatures of ITG and TEM turbulence have been found
using the PCI diagnostics in W7-X and LHD stellarators [77, 81–84], and toka-
maks [64, 65, 109], and are shown to pose a significant challenge by limiting
their performance. Towards the understanding of turbulent transport, gyroki-
netics is as a novel framework to simulate microturbulence in fusion plasmas.
However, gyrokinetic simulations of microturbulence in stellarators impose a
serious challenge due to the 3D structure of the magnetic field, in contrast to
the axisymmetric tokamak. Over the past few years, sufficient progress has
been made toward gyrokinetic simulations of microturbulence in stellarators.
Gyrokinetic flux-tube simulations using GKV code have been carried out ex-
tensively in the LHD [110–112], where the reduction of the ITG turbulence due
to zonal flow, the role of the zonal flow on the TEM turbulence, and the effects
of isotopes and collisions on the microinstabilities in the LHD have been stud-
ied. However, the flux-tube simulations do not capture the linear coupling of
multiple toroidal harmonics due to the 3D structure of the magnetic field in the
stellarators and the secular radial drift of helically trapped particles across flux
surfaces. Hence, a global gyrokinetic simulation study is required to better un-
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derstand the microturbulence in the stellarators. The first global gyrokinetic
simulations using the EUTERPE code with adiabatic electrons were recently
carried out to study the effects of the radial electric field on the ITG turbu-
lence in W7-X and LHD [113]. The gyrokinetic toroidal code (GTC) has been
used to carry out the first global nonlinear ITG turbulence simulations with
adiabatic electrons in the W7-X and LHD [114]. GTC has also self-consistently
calculated neoclassical ambipolar radial electric fields in the W7-X, which is
shown to suppress the ITG turbulence more strongly in the electron-root case
than the ion-root case [115]. Furthermore, XGC-S [116] and GENE-3D [117]
have performed global gyrokinetic simulations of microturbulence in the W7-
X using adiabatic electrons. The adiabatic electron model cannot address the
effect of kinetic electrons on the ITG turbulence [118, 119], and the excitation
of the TEM turbulence [120]. Therefore, it is important to carry out the global
simulations study of electrostatic microturbulence in stellarators.

Impurities in tokamak and stellarator can significantly impact the plasma
confinement, depending upon their concentration. In general, impurity seed-
ings in present-day fusion devices have improved plasma discharge in sev-
eral ways. For example, neon seeding in DIII-D tokamak has led to the sup-
pression of the core turbulence [66], boron powder injection in LHD has re-
sulted in the region of reduced turbulent transport [86], boron and/or lithium
powder injection in EAST [43], NSTX [121], and KSTAR [122] has resulted in
the suppression of ELMs, and wall-conditioning methods in DIII-D [123], AS-
DEX [124], EAST [125], NSTX-U [126] have resulted in the beneficial plasma-
material interface. Furthermore, an excess concentration of impurities can lead
to even degradation of plasma confinement and can cause a radiative collapse
of the discharge. However, a controlled injection of impurities can improve the
plasma confinement by reducing the microturbulent transport [66]. In this di-
rection, recent impurity injection studies in the stellarators LHD [85, 86] and
W7-X [78] have shown encouraging results. In particular, in LHD, the access to
a reduced-turbulence improved confinement regime has been observed upon
the injection of boron powder into the plasma [86]. Here, the plasma tempera-
ture is observed to increase by about 25%. At the same time, the amplitude of
turbulent fluctuations has been measured to decrease up to a factor of two over
a broad region of the plasma volume. The reasons behind the confinement im-
provement are not fully understood yet, and dedicated gyrokinetic simulations
can shed light on the matter. Therefore, global gyrokinetic simulations of elec-
trostatic microturbulence need to be carried out for the realistic experimental
discharge of LHD stellarator with boron impurities.

Microturbulence is extensively studied in tokamaks. However, in ADITYA-
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U, there are very few simulation studies, and most importantly, the global gy-
rokinetic simulations of microturbulence using state-of-the-art codes such as
GTC still need to be reported. Therefore, on the similar line of discussion, to
understand the transport processes in ADITYA-U, global gyrokinetic simula-
tions of electrostatic microturbulence need to be performed in ADITYA-U. Re-
cently, argon gas puffing experiments have been performed in ADITYA-U, and
an improvement in plasma confinement has been observed. To investigate the
underlying mechanism in the plasma confinement enhancement in ADITYA-U,
electrostatic microturbulent transport simulations need to be performed in the
presence of impurities.

Furthermore, most gyrokinetic codes are based on their formulation in the
magnetic coordinates that can only simulate the physics in the core region.
However, the open field-line region, called scrape-off layer (SOL), can signif-
icantly affect the plasma confinement [127]. To understand the plasma pro-
cesses in the SOL region, a new formulation is required for the whole-volume
plasma simulations. For this, the gyrokinetic codes can be formulated in the
cylindrical coordinates that allow the cross-separatrix coupling.

Overall, the first-principles-based global gyrokinetic simulation studies in
tokamak and stellarator will not only help to validate the gyrokinetic simula-
tion model as the accurate description of the fusion plasmas but will also help
to gain an in-depth understanding of the underlying physics mechanism be-
hind the observed transport and its control for better plasma confinement.

1.7 Outline of thesis

Finally, this chapter is concluded by outlining the work presented in the rest of
the thesis as follows:

Chapter 2

In Chapter 2, the gyrokinetic simulation model implemented in GTC is pre-
sented. As this thesis presents the electrostatic microturbulence study in the
fusion plasma, the electrostatic microturbulence formulation of GTC is dis-
cussed in this chapter. A brief overview of each module, such as particle equa-
tions of motion, field solver, and calculation of the fluctuation quantities, such
as density and electrostatic potential, is described. Gyrokinetic formulation of
plasma with the third species as impurity ions is also described, along with the
thermal ions and kinetic electrons.
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Chapter 3

In Chapter 3, the global gyrokinetic simulations of the electrostatic microtur-
bulent transport using kinetic electrons are carried out in the LHD stellara-
tor. The kinetic electrons are introduced using the fluid-kinetic hybrid model,
well-benchmarked in GTC. The pure ITG and TEM turbulences are simulated
by exciting a gradient in ion temperature and plasma density, respectively. ITG
turbulence simulations are carried out using the adiabatic and kinetic electron
models. The kinetic electron effects increase the growth rate of the turbulence
by more than 50% and more than double the transport levels compared with
simulations using adiabatic electrons. The role of zonal flow in suppressing
turbulent transport is also discussed by artificially suppressing it. Zonal flow
dominates the saturation mechanism in the ITG turbulence. Linear simulations
of the TEM turbulence show that the eigenmode structure lies at the outer mid-
plane where the curvature is bad, just like ITG turbulence. Nonlinear simula-
tions of the TEM turbulence show that the main saturation mechanism is not
the zonal flow but the inverse cascade of high to low toroidal harmonics. Fur-
ther nonlinear simulations with various pressure profiles indicate that the ITG
turbulence is more effective in driving heat conductivity, whereas the TEM tur-
bulence is more effective for particle diffusivity.

Chapter 4

In Chapter 4, global gyrokinetic simulations of electrostatic microturbulent
transport for the experimental discharge of the LHD stellarator are carried
out in the presence of boron impurity using GTC. The simulations show the
co-existence of the ITG turbulence and TEM before and during boron powder
injection. ITG turbulence dominates in the core, whereas TEM dominates near
the edge, consistent with the experimental observations. Linear TEM frequency
increases from ∼ 80 kHz to ∼ 100 kHz during boron injection, and the ITG lin-
ear frequency decreases from ∼ 20 kHz to ∼ 13 kHz, consistent with the experi-
ments. The poloidal wave number spectrum is broad for both ITG: 0−0.5 mm−1

and TEM: 0−0.25 mm−1. The nonlinear simulations with boron impurity show
a reduction in the turbulent transport compared to the case without boron.
The comparison of the nonlinear transport shows that the ion heat transport is
substantially reduced in the region where the TEM is dominant. However, the
average electron heat transport throughout the radial domain and the average
ion heat transport in the region where the ITG is dominant are similar. Further-
more, the simulations show the effective heat conductivity values qualitatively
agree with the estimate obtained from the experiment.
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Chapter 5

In Chapter 5, the first-principles global gyrokinetic simulations of the electro-
static microturbulence driven by the pressure gradients of thermal ions and
electrons are carried out for the ADITYA-U tokamak geometry using exper-
imental plasma profiles with collisional effects. The dominant instability is
determined to be TEM based on the linear eigenmode structure and its prop-
agation in the electron diamagnetic direction. The collisional effects suppress
the turbulence and transport to a certain extent. The turbulent transport level
of ion diffusivity determined by the nonlinear simulations matches well with
the experimentally measured value of ∼ 0.2 m2/sec. The electron heat diffu-
sivity estimated from the experimentally measured energy confinement time is
within 20% of the simulated value of ∼ 1.2 m2/sec. Further nonlinear simula-
tions by artificially suppressing the zonal flow show that the zonal flow is not
playing any crucial role in the turbulence saturation, while the inverse cascade
of the higher poloidal and toroidal modes to the lower one dominates the non-
linear saturation. The frequency spectrum of the electrostatic fluctuations, with
broadband from ∼ 0 to 50 kHz, also agrees with the experimentally recorded
spectrum in ADITYA-U.

Chapter 6

In Chapter 6, global gyrokinetic simulations of the electrostatic microturbulent
transport in the ADITYA-U tokamak are performed in the presence of argon
impurity and radial electric field determined from the toroidal rotation. The
dominant instability shares the features of ITG turbulence and TEM based on
the direction of propagation and its response to the zonal flow. The radial elec-
tric field suppresses turbulence and transport by enhancing the ~E × ~B shear.
However, due to their low concentration, including argon ions in the gyroki-
netic simulations does not affect the transport. A comparison of the simulations
before and after argon puffing shows that the primary mechanism responsible
for the reduction in transport is due to the change in plasma profile after ar-
gon puffing, which changes the linear instability drive due to the change in the
profile gradient. Further simulation studies would be necessary to decipher the
underlying mechanism for the change in plasma profile after argon puffing.
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Chapter 7

In Chapter 7, a significant enhancement of GTC called the global toroidal code
using the X-point (GTC-X) is presented by developing a new global nonlinear
particle simulation model that couples the tokamak core and SOL regions. A
guiding center pusher has been implemented to simulate the low frequency
drift wave instabilities such as ITG. In contrast to the finite difference scheme,
which looses its capabilities at the magnetic axis and X-point, a finite-element-
based field solver is incorporated in GTC-X for the whole-volume gyrokinetic
simulations of fusion plasmas. A new particle-grid interpolation is imple-
mented that uses interpolation along the magnetic field lines to calculate the
fluctuating quantities on the simulation grid points. GTC-X is benchmarked
by performing self-consistent simulations of zonal flow using the low noise δf
method in the core of a tokamak.

Chapter 8

In Chapter 8, the conclusions are made based on the work presented in this
thesis. As a future work, several possible research directions are motivated
relevant to the progress towards understanding and controlling the turbulent
transport in the fusion plasmas.
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Chapter 2

Gyrokinetic toroidal code

2.1 Introduction

It is highly accepted in the fusion plasma community that the electrostatic
micro-instabilities such as ion temperature gradient (ITG) and trapped elec-
tron mode (TEM) driven instabilities are one of the dominant channels for the
particle and heat transport in fusion plasmas [45]. Therefore, their understand-
ing is of vital importance for the viability of fusion. Recent advancements in
numerical techniques and high-performance computing have proved that gy-
rokinetics accurately describes the microturbulence in plasmas [64, 65]. Given
this, it has become feasible to validate the various plasma models using state-
of-the-art numerical modeling. One of the main objectives of gyrokinetic mod-
eling is to extrapolate the turbulent transport in future reactors such as ITER
from the simulated transport levels in the past and present-day fusion reac-
tors [128]. Such empirical scaling will ease the design of upcoming reactors for
viable fusion.

Depending upon the model equations being simulated, gyrokinetic codes
are kept into three categories: Lagrangian, Eulerian, and semi-Langrangian.
All of these approaches have their inherent advantages and disadvantages. The
gyrokinetic codes such as GTC [93], and ORB5 [94] are based on the Lagrangian
approach representing the plasma by a finite number of marker particles. To
reduce the particle noise due to Monte Carlo sampling of phase space, these
codes use the δf scheme [97]. The gyrokinetic codes GENE [104], GKV [101],
and GYRO [129] are based on the Eulerian approach. This method uses the
time-stationary phase space mesh to discretize the Vlasov equation. Whereas
the semi-Lagrangian approach-based codes such as GYSELA [108] combine the
benefits of both the Lagrangian and Eulerian approaches with a suitable phase
space description and enhanced numerical stability.

In addition to micro-instabilities, processes evolving at long time scales,
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such as energetic particle confinement times, must be adequately understood.
Both full-f and δf methods require noise control techniques to simulate such
processes. In contrast to the δf method, full-f method does not rely on decom-
posing the equilibrium and fluctuations. Therefore, it is an obvious way to han-
dle substantial changes in the plasma profile during the simulations. However,
the full-f approach is more expensive and requires noise reduction schemes for
the feasibility of simulations, specifically in the MHD limit. Though the δf
method has better control over the noise due to the marker particle sampling,
it still requires some noise reduction schemes for the Alfvén eigenmodes and
energetic particle physics simulations, which is a topic of great interest [130].

Gyrokinetic toroidal code (GTC) is a fully nonlinear, Lagrangian-based part-
icle-in-cell (PIC) code used to study the physics of microturbulent transport
[120,131], Alfvén waves [132], radio frequency waves [133], and energetic par-
ticles [134] in fusion plasmas. It has been applied to several different geome-
tries, for example, tokamaks (DIII-D [131], ADITYA-U [135], EAST [136]) and
field reversed configuration (FRC) [137] to simulate the plasmas. GTC has un-
dergone continuous development for the past two decades to enhance its capa-
bilities. Recently, GTC has been upgraded to study the micro-instabilities in
3D devices called stellarators [114]. Being a Lagrangian approach-based PIC
code, GTC is prone to sampling noise of marker particles. For a better single-
to-noise ratio, GTC uses the low noise δf method [97]. GTC is formulated
in magnetic coordinates and uses field-aligned mesh to describe the fluctuat-
ing quantities, providing maximum numerical stability and computational ef-
ficiency without compromising any physics due to geometry approximation.
GTC has been optimized for enhanced performance on the advanced comput-
ing architectures [138, 139].

The rest of the chapter presents the physics and simulation model used in
GTC to simulate the electrostatic microturbulent transport in fusion plasmas.

2.2 Particle-in-cell simulations

GTC is the state-of-the-art global gyrokinetic code based on the particle-in-cell
(PIC) algorithm as shown in Fig. 2.1 to solve the governing Vlasov-Maxwell
system of equations. In the PIC cycle, the phase space distribution of the
plasma species is initialized. Spatially, the marker particles representing the
plasma are loaded uniformly, and a Maxwellian distribution is used in the ve-
locity space. In GTC, a spatial mesh represents the dynamical quantities such
as electromagnetic field quantities and density fluctuations. Given the initial
positions and velocities, the equations of motion are integrated. From the up-
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Figure 2.1 – Particle-in-cell algorithm. i and j are associated with the particle and
grid indices, respectively.

dated positions and velocities, the density and current are calculated using the
scattering operation on the spatial network of grids. These quantities are then
used as the source terms for Poisson and Ampere equations, which are solved
on the spatial grids to obtain the electromagnetic field. These field quantities
are then gathered back to the particle position to integrate the equations of mo-
tion at the next time step. This cycle is repeated to obtain the self-consistent
electromagnetic fields resulting from the plasmas.

2.3 Gyrokinetic theory

With the advancements in high-performance computing (HPC), it is now feasi-
ble to carry out large-scale particle simulations of fusion plasma with realistic
parameters. However, to simulate the turbulences arising from the drift waves,
it is crucial to resolve the fast cyclotron motion of the electron. It puts a con-
straint on the time step size, which must be sufficiently small to resolve ‘ωH’
mode [140], where ωH is the frequency of electrostatic shear-Alfvén wave. Gy-
rokinetic is a framework in which the fast cyclotron motion is averaged out,
leading to the reduction of dimensionality of the system from 6D to 5D. It is
important to note that finite Larmor radius (FLR) effects are recovered by repro-
ducing the charge ring moving along with the particle over which the charge is
distributed, as shown in Fig. 2.2. In the figure, ~B represents the magnetic field
vector. The Vlasov and Maxwell equations should incorporate the coordinate
transformation from the particle’s position to the guiding center position. To
correctly represent the plasma turbulence in this framework, the so-called gy-
rokinetic ordering [89, 141] involving a small parameter δ should be satisfied:
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Figure 2.2 – Illustration of the cyclotron motion of the ion and its representation
in the gyrokinetic framework. (Inpired by Ref. [142])

ω
Ωi
∼ k‖ρi ∼ k⊥ρi

δφ

T
∼ O(δ), (2.1)

whereω is the drift wave frequency, Ωi is the ion cyclotron frequency, k‖ and k⊥
are the wave number in the direction parallel and perpendicular to magnetic
field lines, respectively; ρi is the ion gyro radius, T is the plasma temperature,
δφ is the electrostatic potential fluctuations.

2.4 Model equations

This section presents the simulation and physics model implemented in GTC.
The equilibrium magnetic configuration used in GTC is obtained from EFIT
[143], IPREQ [144] or VMEC [145] codes that basically solve the Grad-Shafranov
equation. The spline interpolation is used to map the coarse equilibrium mesh
to the fine computational mesh [131]. GTC uses the field-aligned coordinate
system to study the magnetically confined plasma with nested flux surfaces
[88], which is suitable for efficiently integrating particle trajectories that move
primarily along the magnetic field lines. The fully kinetic dynamics of the
plasma particles require a smaller step size to resolve the cyclotron motion,
which in turn makes the simulations computationally expensive. To resolve
this issue, a coordinate transformation is made from particle coordinates to the
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guiding center coordinates. So, the resulting gyrokinetic equations involve the
motion of the plasma particles in the reduced 5D space.

2.4.1 Particle dynamics

The gyrokinetic Vlasov equation [89] describing the toroidal plasma in the in-
homogeneous magnetic field in the five-dimensional phase space (~X,v‖,µ) is
given by (

∂t + ~̇X · ∇+ v̇‖∂v‖

)
fα(~X,µ,v‖, t) = Cαfα, (2.2)

~̇X =
~B∗

B∗‖
v‖ + ~vE + ~vc + ~vg + ~vEr , (2.3)

v̇‖ = − 1
mα

~B∗

B∗‖
. (µα∇B+Zα∇φ) , (2.4)

where ~B∗ = ~B+Bv‖/Ωi

(
∇× b̂

)
, B∗‖ = b̂ · ~B∗, Cα is the pitch-angle collision operator

described in Ref. [146], ~vE is the ~E × ~B drift velocity, ~vEr is the drift velocity
due to the neoclassical radial electric field, and ~vc, and ~vg are magnetic drift
velocities due to the curvature and gradient in the magnetic field that are given
by

~vE =
cb̂ ×∇ (δφ+

〈
φ
〉
)

B∗‖
, (2.5)

~vc =
B
B∗‖

v2
‖

Ωα
∇× b̂, (2.6)

~vg =
µα

mαΩα

~B×∇B
B∗‖

, (2.7)

~vEr =
cb̂ ×∇φEr

B∗‖
, (2.8)

where B is the amplitude of the equilibrium magnetic field at particle position,
B∗ is the equilibrium magnetic field amplitude at the guiding center position
of the particle, Zα is the charge, mα is the mass, µα is the magnetic moment of
the particle, and Ωα is the cyclotron frequency of the plasma species. φ is the
electrostatic potential, which comprises of the electrostatic non-zonal potential
δφ, zonal potential

〈
φ
〉

averaged over the flux surface, and the electrostatic
potential due to the neoclassical radial electric field φEr , i.e., φ = δφ+

〈
φ
〉

+φEr ,
with 〈δφ〉 = 0.
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The gyrokinetic particle equations of motion are derived in magnetic coor-
dinates (ψ,θ,ζ) [147], where ψ is the magnetic flux, θ is the poloidal angle and
ζ is the toroidal angle, and are given by

ψ̇ =
c
Zα

∂ε
∂B

(
I
D
∂B
∂ζ
−
g

D
∂B
∂θ

)
+
cI
D

∂φ

∂ζ
−
cg

D

∂φ

∂θ
, (2.9)

θ̇ =
v‖B(1− ρcg ′)

D
+
cg

D

(
1
Zα

∂ε
∂B

∂B
∂ψ

+
∂φ

∂ψ

)
, (2.10)

ζ̇ =
v‖B(q+ ρcI ′)

D
− cI
D

(
1
Zα

∂ε
∂B

∂B
∂ψ

+
∂φ

∂ψ

)
. (2.11)

The equation for the parallel momentum is given by

ρ̇‖ = −c
(1− ρcg ′)

D

(
1
Zα

∂ε
∂B

∂B
∂θ

+
∂φ

∂θ

)
− c

(q+ ρcI ′)
D

(
1
Zα

∂ε
∂B

∂B
∂ζ

+
∂φ

∂ζ

)
, (2.12)

where

D = gq+ I + ρc(gI
′ − Ig ′),

I ′ =
∂I
∂ψ

, g ′ =
∂g

∂ψ
,

ρ‖ =
v‖
Ωα

,

∂ε
∂B

= µα +
Z2
α

mαc2ρ
2
‖B.

I and g are the poloidal and toroidal currents, respectively. The particle equa-
tions of motion are solved using the Runge Kutta method [92].

2.4.2 Low-noise δf method

To reduce the particle noise due to Monte Carlo sampling of the phase space,
the δf method [97] is used in which only the perturbed part of the particle
distribution is evolved with time. The distribution function is written as the
sum of equilibrium and perturbed parts, fα = f0α + δfα, with the equilibrium
part satisfying the 5D-gyrokinetic equation. Further, an additional dynamical
variable, particle weight, is defined as wα = δfα/fα, that satisfies the following
equation:
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dwα

dt
= (1−wα)

−(~vE + ~vEr ).
∇f0α
f0α

+
Zα
mα

~B∗

B
.∇φ 1

f0α

∂f0α
∂v‖

 , (2.13)

where fα0 is the Maxwellian, solution to the Vlasov equation to the lowest order,
given by

fα0 = nα0

√
mα

2πTα0
exp

−mαv2
‖ + 2µαB

2Tα0

 .
The kinetic treatment of electrons is required to study the effect of electrons

on ITG turbulent transport and to include the instabilities like TEM in the sim-
ulations. However, a drift-kinetic treatment of electrons imposes difficulties
due to the electron parallel Courant condition [148] and high frequency oscil-
lations due to ωH mode [140]. To overcome this limitation, the fluid-kinetic
hybrid model is implemented in GTC [119]. To solve the drift-kinetic equation
for electron, the electron response and electrostatic potential are expanded in
the smallness parameter δ, where δ is the ratio of drift wave frequency to the

electron transit frequency; as fe = f0e+ eδφ(0)

Te
f0e+δge, and δφ = δφ(0) +δφ(1). The

nonadiabatic parts δge, δφ(1) are smaller than the adiabatic parts by a factor of
δ.

2.4.3 Field solver

The electrostatic potential is acquired from Poisson’s equation in a spatial net-
work of grids after the charge density is accumulated on the grids. However, in
the gyrokinetic framework, gyrokinetic transformation must also be incorpo-
rated into Poisson’s equation. This results in a gyrokinetic version of Poisson’s
equation involving the electrostatic potential and particle density that are av-
eraged over the charge ring with a local gyro-radius of the charged particle.
The gyrokinetic Poisson equation [140] is given by

eτ
Te

(
φ− φ̃

)
=
δn̄i − δne

n0
, (2.14)

where τ = Te/Ti , the first term on left-hand side is the ion polarization term,
n0 is the equilibrium electron density. The electrostatic potential in the lowest
order is acquired from the gyrokinetic Poisson equation given below

(τ + 1)eδφ(0)

Te
−
τeδφ̃(0)

Te
=
δn̄i − 〈δn̄i〉

n0
, (2.15)

where 〈δn̄i〉 is the ion zonal density, δφ̃(0) is the second gyro-averaged perturbed
potential defined as
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δφ̃(0)(~x) =
1

2π

∫
d3~v

∫
d3 ~Xf0(~X)δφ̄(0)(~X)δ(~X + ~ρ − ~x),

with ~x and ~X representing the coordinates of particle position and the particle
guiding center position, respectively, and ~ρ is a gyro-radius vector. δφ̄(0) is the
first gyro-averaged perturbed potential defined by

δφ̄(0)(~X) =
∫

d3~x

∫
dϕ

2π
δφ(0)(~x)δ(~x − ~X − ~ρ),

and similarly

δn̄i(~x) =
∫

d3 ~X

∫
dϕ

2π
δf (~X)δ(~x − ~X − ~ρ)

is the perturbed ion density at the guiding center, and ϕ is the gyro-phase. The
second gyro-averaged perturbed electrostatic potential (δφ̃(0)) is calculated us-
ing Padé approximation [131]. In the higher order, the electron dynamics is
governed by the drift-kinetic equation in δge. To resolve the electron dynamics
it is pushed several times in a single push step for ion, known as the subcycling
ratio. An iterative time-stepping sequence has been used to update the particle
orbits and field quantities. At ith time step, all the field quantities are com-
puted, and at (i + 1)th time step, ion orbits are pushed using the gyrokinetic
equation. The electron weight we = δge/fe is evolved according to the equation

dwe

dt
=

(
1−

eδφ(0)

Te
−we

)[
−(~vE + ~vEr ) · ∇lnf0e|v⊥ −

∂
∂t

(
eδφ(0)

Te

)
−

(~vd + δ~vE) · ∇
(
eφ

Te

)]
,

(2.16)

where δ~vE = (c/B∗)b̂ × ∇δφ, the notation ‘|v⊥ ’ indicates that the the gradient
operator on ‘lnf0e’ is performed with v⊥ held fixed. The electron orbits are
pushed from ith time step to (i + 1)th time step using all the field quantities at
ith time step in Eq. (2.16). The non-zonal electrostatic perturbed potential till
the first order correction is related to the density perturbation as

eeδφ/Te = eeδφ
(0)/Te − δne − 〈δne〉

n0
, (2.17)

with δne =
∫
δhed

3~v, 〈δne〉 is the electron zonal density. Equations (2.16) and
(2.17) can be solved repeatedly to reach the higher order in the expansion. The
order of expansion depends upon the trapped fraction of electrons. The conver-
gence test shows that the second order expansion is sufficient for all the trapped
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electrons taken into account. The equations for ions are solved only once. Fi-
nally, all the particle orbits and non-zonal components of field quantities are
updated at (i + 1)th time step, and the zonal component of the electrostatic
potential at (i + 1)th time step is obtained by solving

τe
(〈
φ
〉
−
〈
φ̃
〉)

Te
=
〈δn̄i〉 − 〈δne〉

n0
. (2.18)

The flux-surface-averaged gyrokinetic Poisson equation represents the zonal
component and is solved by traditional integration, while a finite difference-
based gyrokinetic Poisson solver is incorporated in GTC for the non-zonal com-
ponent. The resulting matrix equation is solved using PETSc [149] or HYPRE
[150] libraries. The electrostatic field is then scattered back to the guiding cen-
ter position to update the orbit. The out-of-boundary particles are brought back
to the simulation domain by the energy-conserving boundary conditions. Fixed
boundary conditions are applied for all fluctuating quantities at both sides of
the radial simulation domain.

2.4.4 Charge deposition and gyro-averaging

Followed by the push phase of the PIC cycle, the particles need to deposit
charge and current over the nearest grid points to compute the charge and cur-
rent density, respectively. Figure 2.3 shows the schematic of the charge deposi-
tion scheme implemented in GTC. The 3D torus shown in the upper panel of
the figure is decomposed into poloidal and toroidal grid points. Field-aligned
mesh is used to represent the fluctuating quantities. The particle with the coor-
dinates (ψ,θ,ζ) is first located along the toroidal direction, and then its weight
is calculated to the neighboring poloidal planes. Over the poloidal plane, the
simulation grids are created in the ψ and θ directions, as shown in the lower
left panel of the figure. Flux surfaces, equidistant in the radial direction, are
created. Then, the equidistant grid points are created in the poloidal direction
on each flux surface. Onto the poloidal plane, the particle is located in the ψ
direction by finding the flux surfaces between which it lies, and the correspond-
ing weight is calculated. Once the particle deposit charge on the neighboring
flux surfaces, it is located in the poloidal direction and weight is evaluated on
the poloidal grids.

In the gyrokinetic framework, the physical quantities are averaged-out over
the cyclotron motion of the particle. However, to retain the finite Larmor ra-
dius (FLR) effects, a procedure called gyro-averaging is used. For this, a charge
ring is formed around the guiding center position of the particle with the local
gyro-radius of the particle. Numerically, this charge ring is represented by a
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Figure 2.3 – Schematic of the charge deposition and gyro-averaging implemented
in GTC. (Inspired by Ref. [138])

finite number of points (4, 8, 16, etc.), depending upon the radius of the ring.
Usually, the four-point approximation of the charge ring is good enough. The
poloidal magnetic field is much smaller than the toroidal magnetic field, so the
gyro-averaging is approximated on the poloidal plane. The schematic of the
gyro-averaging is shown in the lower right panel of the figure. In the figure,
the poloidal grids are represented by the square mesh, and the guiding center
particle position is represented by the solid green circles, the magenta circles
show the charge ring, and the solid blue circles show the nearest grid points on
which the particle deposit charge and current.

The deposited charge and current densities are then used to calculate the
electromagnetic fields on the grid points from Poisson and Ampere’s equation.
These fields are scattered back to the particle’s guiding center position by cal-
culating the particle weights from the simulation grid points to the particle
position, which is similar to the reverse of the charge deposition scheme. Once
the fields are calculated at the particle’s position, the equations of motion are
integrated to update the particle’s position and velocity, thus completing one
PIC cycle.
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2.4.5 Collisional effects

Collisional effects can significantly affect the microturbulent transport in fu-
sion plasmas. The collisions between the plasma species can affect the turbu-
lence and transport directly by affecting the linear microturbulence drive or
indirectly by affecting the coherent phase space structure. It has been found
that the collisional effects can reduce the ITG turbulence growth rate, can lead
to the stabilization of TEM turbulence, or can lead to a transition from TEM to
ITG turbulence by the de-trapping of electrons [151–153].

In GTC, the Fokker-Planck collision operator for the collisions between like
species and the Lorentz pitch angle scattering operator for the collisions be-
tween unlike species are implemented where the momentum and energy con-
servation is enforced on the neoclassical mesh [146]. The dimensionless effec-
tive collision frequency defined in GTC is ν∗ = ε−3/2νqR0/vth, with ε = r/R0 as
the local inverse aspect-ratio, r is the radius evaluated on the outer mid-plane,
ν is the physical collision frequency, and vth,α =

√
T0α/mα is the thermal veloc-

ity of the plasma species α. The recent gyrokinetic simulations using GTC have
shown the effects of collisions on the ITG and TEM dominant discharges of the
DIII-D [154], ADITYA-U [135].

2.4.6 Extension to multiple ion species

So far, the model equations have considered the plasma as the thermal ions and
electrons. However, other ion species are also present as impurities. In order to
study the effect of impurity ions on microturbulence, the impurity ions need to
be modeled along with the thermal ions and electrons. The gyrokinetic equa-
tions of motion for impurity ions follow the same form discussed in Sec. 2.4.1.
However, the gyrokinetic Poisson equation needs to be modified to incorporate
the impurity ions as follows:

∑
α=i,z

Z2
αn0α

Tα

(
φ− φ̃α

)
+
e2n0e

Te
φ =

(
Ziδn̄i +Zzδn̄z − eδne,kinetic

)
, (2.19)

where i, z correspond to thermal and impurity ions. The first term on the left-
hand side is the ion polarization density [140] due to each of the ion species, φ̃α
is the second gyro-averaged electrostatic potential. The remaining procedure
to solve the field equation is similar to that discussed in Sec. 2.4.3. The weight
equation for the impurity ions also shares the same form as is given by Eq. 2.13.
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Figure 2.4 – Illustration of the parallel computing architecture used in GTC.
Source: Ref. [138]

2.4.7 Parallel computing architecture

PIC-based codes like GTC require millions or billions of marker particles and
millions of computational grids to represent the plasma distribution and con-
finement geometry. This increases the computational cost of the gyrokinetic
simulations. Advancements in high-performance computing have made it pos-
sible to increase the computational efficiency of the simulations by using the
parallel computing architecture. In this direction, GTC is optimized on multi-
core and many-core computing systems. GTC uses hybrid computing architec-
ture, OpenMP/MPI, for the computational speedup, as shown in Fig. 2.4. A
two-level decomposition is implemented in GTC: a 2D domain decomposition
in the toroidal direction and the particle domain decomposition. 3D torus is
decomposed into mtoroidal number of toroidal domains assigned to each MPI
process. Onto each toroidal section, the particle domain decomposition is im-
plemented, assigning the chunks of particles in the domain to npartdom num-
ber of MPI processes. For further speedup, loop-level parallelization is utilized
by assigning numthreads OpenMP threads to each MPI process. For example,
the figure shows the schematic of the flat MPI and hybrid parallelization for
a computing system with 24 cores per node. In the flat MPI parallelization,
the particles in one toroidal section, as shown in the upper panel of the figure,
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are assigned to 24 MPI processes with npartdom = 24 and numthreads = 1.
However, hybrid parallelization can be realized in several ways with differ-
ent values of npartdom satisfying numberpe = npartdom × mtoroidal, where
numberpe is the total number of MPI processes. In the figure, one of the pos-
sible combinations depicts 4 MPI processes assigned to each toroidal section
along with 6 OpenMP threads dedicated to each MPI process, thus resulting
in npartdom = 4. It is also possible to exploit the parallelism by assigning
all the particles in the toroidal section to a single MPI process and using 24
OpenMP threads that give npartdom = 1. This parallel architecture results in
the speedup of GTC simulations by many folds. GTC is also optimized for
next-generation GPU-accelerated clusters with plenty of CUDA cores. Follow-
ing this trend, the heterogenous CPU/GPU parallel programming architecture
is exploited in GTC. Detailed information can be found in Refs. [138, 139].

2.5 Conclusions and discussion

This chapter has presented a brief overview of the simulation and physics model
implemented in GTC to study the electrostatic microturbulent transport in fu-
sion plasmas. Based on the numerical techniques and simulation model dis-
cussed, the global gyrokinetic simulations of electrostatic microturbulence in
LHD stellarator and ADITYA-U tokamak are presented in this thesis to under-
stand the transport.
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Chapter 3

Electrostatic microturbulence in
LHD stellarator

3.1 Introduction

The stellarator is increasingly becoming an attractive and promising concept
in the quest of magnetically confined nuclear fusion due to its intrinsic advan-
tages of not having a toroidal current, lower levels of MHD activities, steady
state operation, and absence of disruptions [14–16]. However, these benefits
come at the cost of toroidal symmetry breaking that leads to an increase in
the neoclassical transport, and stronger damping of zonal flows as compared
to the axisymmetric tokamaks [75, 76]. To mitigate these disadvantages, quasi-
symmetry and quasi-isodynamicity concepts have been developed as further
optimization of the stellarator configuration [17–19]. Following this trend, the
Large Helical Device (LHD) has recently been optimized with a strong inward
shift of the magnetic axis to reduce the neoclassical transport to a level of an
advanced stellarator [155]. After the reduction of neoclassical transport, the
microturbulent transport in the stellarators still remains a major challenge. For
example, phase contrast imaging (PCI) of the core plasma fluctuations show ev-
idence of the ion temperature gradient (ITG) and trapped electron mode (TEM)
turbulence in the W7-X stellarator [77]. In a similar way, characteristic signa-
tures of the ITG turbulence [81–84] have been observed in the LHD. Therefore,
the presence of microturbulence in stellarators remains a serious challenge and
it is of great importance to gain a proper understanding of their nature and
dynamics.

Over the past few years, some progress has been made towards gyrokinetic
simulations of microturbulence in stellarators. Gyrokinetic flux-tube simula-
tions using GKV code have been carried out extensively in the LHD [110–112],
where the reduction of the ITG turbulence due to zonal flow, the role of the
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zonal flow on the TEM turbulence, and the effects of isotopes and collisions on
the microinstabilities in the LHD have been studied. However, the flux-tube
simulations do not capture the linear coupling of multiple toroidal harmonics
due to the 3D structure of the magnetic field in the stellarators and the secular
radial drift of helically trapped particles across flux surfaces.

Hence, a global gyrokinetic simulation study is required to have a better
understanding of the microturbulence in the stellarators. The first global gy-
rokinetic simulations using the EUTERPE code with adiabatic electrons was
recently carried to study the effects of the radial electric field on the ITG turbu-
lence in W7-X and LHD [113]. The gyrokinetic toroidal code (GTC) has been
used to carry out the first global nonlinear ITG turbulence simulations with
adiabatic electrons in the W7-X and LHD [114]. GTC has also self-consistently
calculated neoclassical ambipolar radial electric fields in the W7-X, which were
shown to suppress the ITG turbulence more strongly in the electron-root case
than the ion-root case [115]. XGC-S [116] and GENE-3D [117] have performed
global gyrokinetic simulations of microturbulence in the W7-X using adiabatic
electrons. The adiabatic electron model cannot address the effect of kinetic
electrons on the ITG turbulence [118, 119], and the excitation of the TEM tur-
bulence [120]. Furthermore, recently, a new scheme has been advised to pre-
cisely take care of the global effects in stellarators by taking the moments of
the gyrokinetic equation and using an ordering that describes the fluctuations
as strongly varying across the equilibrium magnetic field and slowly varying
along it [156].

Kinetic electrons were first incorporated in the global gyrokinetic simula-
tions of the W7-X and LHD to study the collisionless damping of zonal flow
[157]. Subsequently, GTC simulation with a sufficiently high mesh resolution
found a new helical trapped electron mode (HTEM) in the W7-X [158]. Finally,
GENE-3D with a reduced mesh resolution has been used in the recent work
to perform the simulations of the electromagnetic ITG turbulence with kinetic
electrons in the W7-X-like plasma [159].

In this paper, we present global gyrokinetic simulations with kinetic elec-
trons of microturbulent transport in the LHD stellarator. The GTC code [93]
is employed for this purpose in order to investigate the growth rate, nonlinear
turbulent transport, as well as the linear and nonlinear spectra of the ITG and
TEM turbulence. ITG turbulence simulations show that the kinetic electron
effects increase the growth rate of the most unstable mode and the turbulent
transport. GTC simulations indicate that the zonal flow leads to a decrease
in the ITG transport levels by the zonal flow, hence the zonal flow acts as the
ITG dominant saturation mechanism. TEM simulations show that the linear

38



3.2. Stellarator geometry

eigenmode is localized on the outer mid-plane of the LHD, due to the the trap-
ping of electrons toroidally on the outer mid-plane side of LHD, similar to the
tokamak. This is opposite to the HTEM localization in the inner mid-plane of
W7-X [158]. Because the electrons are trapped toroidally on the outer mid-
plane side of LHD, similar to the tokamak. However, the self-generated zonal
flow is found to have insignificant effect on the dynamics of the TEM transport.
Rather, the inverse cascade of the high poloidal and toroidal harmonics to the
lower harmonics is the dominant saturation mechanism. The role of zonal flow
in TEM turbulence suppression has been widely discussed for axisymmetric
tokamaks [152, 160–166] and has been shown that the zonal flow effects are
typically weaker in the TEM turbulence than in the ITG turbulence. However,
the strength of the zonal flow in regulating the TEM turbulence depends on
detailed plasma profiles and parameter regimes for both tokamaks [166] and
stellarators [167]. A comparison of the transport coefficients between different
cases for η = 0, 1, and∞, where η is the ratio of the ion temperature gradient to
the density gradient, shows that the ITG turbulence is more effective in driving
the heat conductivity whereas TEM turbulence is more effective for the particle
diffusivity.

This chapter is discussed as follows: in section 3.2, the three-dimensional
geometry and simulation model are presented. In section 3.3, ITG and TEM
turbulence simulations with kinetic electrons are presented. Finally, conclu-
sions are made in section 3.4.

3.2 Stellarator geometry

Gyrokinetic toroidal code (GTC) is a global 3D code to study the physics of mi-
croturbulent transport [120,131], Alfvén waves [132], energetic particles [134],
and radio frequency waves [133] in toroidally confined plasmas. To reduce the
particle noise due to Monte Carlo sampling of particle distribution, GTC uses a
low noise δf method [97] in which only the perturbed part of the particle dis-
tribution is evolved with time. GTC simulations performed in this paper use
the non-axisymmetric equilibrium of the LHD stellarator [113] constructed by
the ideal MHD code VMEC assuming closed magnetic surfaces [145]. The equi-
librium geometry and the magnetic field are described as the Fourier series in
both poloidal and toroidal directions on a discrete radial mesh that is equidis-
tant in the toroidal flux. These equilibrium quantities are then transformed to
the Boozer coordinates as the Fourier series in the toroidal direction on discrete
grid points on the 2D poloidal plane [168]. The 3D quadratic spline interpo-
lation is used in GTC to represent the equilibrium magnetic field and metric
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B(T )

Figure 3.1 – The 3D real space contour plot of magnetic field amplitude on the flux
surface with ψ = 0.36ψw.

tensor on an equilibrium mesh [168]. The 3D LHD equilibrium used in this
paper corresponds to the “outward shifted” configuration and has been used in
earlier work for self-consistent GTC simulations [114,157]. The LHD device has
a symmetry with a field period of Nf p = 10, which means all the equilibrium
quantities have a periodicity of 2π/Nf p in the toroidal direction. Therefore, for
turbulent transport, there are ten drift wave eigenmode families corresponding
to the ten field periods. Earlier GTC simulations had found similar ITG growth
rates for these ten eigenmodes, each coupling all toroidal n harmonics [114].
The equilibrium magnetic field on the flux surface with ψ = 0.36ψw is shown
in Fig. 3.1, where ψw is the poloidal flux on the last closed flux surface. Due
to the field symmetry of the LHD, one-tenth of the torus is simulated which is
represented by the dashed lines in Fig. 3.1. The “eye” in Fig. 3.1 indicates the
point of view of the following 3D figures.

3.3 Microinstabilities in LHD

Drift-wave instabilities arise in fusion plasmas due to the non-uniformities of
the plasma profile. In this section, the microinstabilities responsible for most
of the anomalous turbulent transport observed in fusion plasmas, mainly ITG
and TEM, are studied in LHD with the GTC code. Various temperature and
density profiles are used in order to analyze the different instabilities. Thus,
the ratio η = ∇lnTi/∇lnn will be different for each simulation. In Sec. 3.3.1, an
ion temperature gradient is set to excite the pure ITG turbulence (η =∞), then
in Sec. 3.3.2 the pure TEM instability can be analyzed when a density gradi-
ent is applied (η = 0). Finally, in Sec. 3.3.3 both density and ion temperature
gradients are applied (η = 1) and the resultant turbulent transport is analyzed.
The profiles used in the simulations have been chosen to excite these microin-
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Figure 3.2 – Radial profiles for the equilibrium ion temperature Ti (blue solid line),
the electron temperature Te (blue dashed line), normalized ion temperature gradi-
ent R0/LTi (red solid line) , used for the simulations of ITG turbulence with η =∞.
The black dashed lines represent the simulation boundary with ψinner = 0.08ψw
and ψouter = 0.7ψw.

stabilities in LHD plasma and are not meant to be the same as experimental
profiles or previous gyrokinetic simulations [111, 112]. In the entire study, a
uniform electron temperature profile is set and no equilibrium radial electric
field is taken into account.

3.3.1 ITG

As mentioned in Sec. 3.1, global gyrokinetic simulations of ITG turbulence
with adiabatic electrons have been carried out in non-axisymmetric devices as
the LHD and/or W7-X stellarators using GTC [114], EUTERPE [169], XGC-
S [170] and GENE-3D [117] codes. More recently, GENE-3D performed sim-
ulations of ITG in W7-X with kinetic electrons but reducing mesh resolution
to solve the fastest growth rate [159]. Here, we expand the GTC work done in
Ref. [114] by including kinetic electrons in ITG simulations using the model
described in Chapter 2.

The plasma profile used for the pure ITG turbulence simulations is shown
in Fig. 3.2. The on-axis ion temperature is 2 keV, the electron temperature
is 1 keV, and the maximum normalized ion temperature gradient is R0/LTi ∼
47.2 at ψ ∼ 0.33ψw where the rotational transform is ι ∼ 0.5. The inverse ion
temperature gradient scale length is defined as 1/LTi = −∂(lnTi )

∂r , where r is the
local minor radius. The dashed black lines represent the simulation domain
with ψinner = 0.08ψw, ψouter = 0.7ψw. A uniform density profile is set so η =
∞. After a convergence test, we use 200 radial grid points, 2700 poloidal grid
points and 9 parallel grid points. The number of particles per cell are 50, the
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Figure 3.3 – The comparison of the time history of the ion heat conductivity aver-
aged overψ ∈ [0.19,0.38]ψw in gyro-Bohm units for adiabatic and kinetic electrons,
with and without zonal flow.

time step size is 0.016R0/Cs, where Cs/R0 = 7.82× 104 sec−1 and Cs =
√
Te/mi is

the speed of the ion acoustic wave. To resolve electron dynamics a time step 40
times lower is used. The linear instability threshold for the ITG turbulence is
(R0/LTi )cr ∼ 23.0.

Figure 3.3 shows the time history of ion heat conductivity (averaged over
ψ ∈ [0.19,0.38]ψw) of the four nonlinear simulations discussed in this subsec-
tion. They correspond to simulations with (blue lines) and without (red lines)
kinetic electrons where the self-generated zonal flow has been kept (solid lines)
or numerically removed (dashed lines). Ion heat conductivity is normalized by
the gyro-Bohm value, where χGB = χBρ∗, χB = cTe/eB, and ρ∗ = vimic/eBa with
vi =
√
Ti/mi , and a is the local minor radius. Nonlinear simulations show that

turbulent transport grows exponentially in the linear phase and then it satu-
rates. Simulations with zonal flow saturate at lower transport levels indicating
the important role of zonal flow in turbulence saturation which is supported
by the earlier gyrokinetic simulations. The effect of zonal flow is much more
prominent in the case with adiabatic electrons (about 5 times higher). As the
adiabatic electron response to the non-zonal potential does not drive a radial
particle flux, the adiabatic electrons have no response to the zonal potential.
However, the nonadiabatic part of the electron distribution leads to a radial
particle flux that leads to zonal density, partially cancelling the ion zonal den-
sity. This reduces zonal flow and hence provides a mechanism to increase ITG
turbulent transport by the kinetic electrons. These results are similar to the
earlier investigations made for tokamaks [118, 119].

Figure 3.4a shows the electrostatic potential in a poloidal cross-section in
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Figure 3.4 – Contour plots of the electrostatic perturbed potential in the linear
phase at t = 9.6R0/Cs (a), in the nonlinear phase at t = 11.2R0/Cs with zonal flow
(b) and in the nonlinear phase without zonal flow (c), of ITG turbulence simulation
with kinetic electrons on a poloidal plane.
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Figure 3.5 – The real space 3D contour plots of the electrostatic potential on the
diagnosed flux surface with ψ = 0.28ψw in the linear phase at time t = 9.6R0/Cs (a)
and in the nonlinear phase at time t = 11.2R0/Cs with zonal flow (b).

Figure 3.6 – The flux surface variation of the root-mean-squared electrostatic per-
turbed potential (δφRMS ) with (red line) and without (blue line) zonal flow and the
radial electric field (Er ) (black line) resulting from the turbulence during the non-
linear stage of ITG turbulence simulations at time t = 11.2R0/Cs. The electrostatic
potential is normalized with Te/e, and the radial electric field resulting from the
turbulence is normalized with

√
Te/e.
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Figure 3.7 – The comparison of toroidal mode spectrum alongm = n/ι in the linear
and nonlinear phase of the ITG turbulence simulation using kinetic electrons.

the simulation with kinetic electrons during the linear phase at time t = 9.6R0/Cs.
The eigenmode is localized at the outer mid-plane in the region of low magnetic
field strength where the curvature is bad, similar as in tokamaks and it peaks
around ψ ∼ 0.26ψw. Figure 3.4b shows the potential at the nonlinear stage at
time t = 11.2R0/Cs during the simulation where the zonal flow has been kept
(solid blue line in Fig. 3.3). In the nonlinear phase where the zonal flow is arti-
ficially removed (see Fig. 3.4c), the linear eigenmode structure starts smearing
up due to the nonlinear mode coupling. Whereas, when the zonal flow is in-
cluded in the simulations, the shear caused by the zonal flow leads to the break-
ing of these eddies even into finer structures. This behavior was also observed
in LHD simulations with adiabatic electrons in a previous GTC work [114]. Fig-
ure 3.5 shows the real space 3D contour plot of the electrostatic potential on the
diagnosed flux surface with ψ ∼ 0.28ψw in the linear stage at time t = 9.6R0/Cs
(3.5a) and in the nonlinear stage at time t = 11.2R0/Cs (3.5b). Due to k‖ << k⊥
property of the microturbulence, the eddies are elongated along the field lines.
The flux surface variation of root-mean-squared electrostatic perturbed poten-
tial with and without zonal flow, and the radial electric field resulting from the
turbulence in the nonlinear stage at time t = 11.2R0/Cs are shown in Fig. 3.6. A
noticeable difference between the turbulence potential with and without zonal
flow can be seen by comparing red and blue lines that indicate the suppression
of ITG turbulence due to the zonal flow.

Figure 3.7 shows the toroidal spectrum, for m = n/ι, in the linear (blue) and
nonlinear (red) phase of the simulation with kinetic electrons with zonal flow.
The spectrum in the linear phase is narrow in the toroidal mode number with a
maximum at n = 50 and an approximate width of ∆n ∼ 20. Linear simulations
(not shown here) indicate that the most dominant eigenmode is n = 50,m = 100
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Figure 3.8 – The variation of the real frequency and growth rate of the most dom-
inant ITG mode with the normalized density gradient R0/LTi .

with a frequency of ω = 4.10Cs/R0, propagates in the ion diamagnetic drift
direction and has a growth rate of γ = 1.47Cs/R0 which is approximately 1.5
times larger than in adiabatic electron simulations (γ = 0.96Cs/R0 and ω =
3.40Cs/R0). As there is no resonant interaction of the trapped electrons with the
ITG modes, the response of trapped electrons to the ITG turbulence is almost
zero, rather than adiabatic. Therefore, the dielectric constant in the gyrokinetic
Poisson equation decreases when the trapped electron population increases.
This provides a mechanism for increasing the ITG growth rate. The normalized
perpendicular wave number corresponding to the dominant mode is k⊥ρi = 1.1.
In the nonlinear phase, the toroidal spectrum in Fig. 3.7 (averaged over time
from 14.4R0/Cs to 17.6R0/Cs), after an inverse cascade [114], becomes broader
due to the nonlinear mode coupling.

Figure 3.8 shows the variation of the linear growth rate and frequency of
the dominant ITG mode for each simulation. The linear instability threshold
for the ITG turbulence is found for values of the normalized density gradi-
ent around (R0/LTi )cr ∼ 27.0. The growth rate increases almost linearly with
the gradient though the variation is small as compared to the variation in fre-
quency. As the gradient increases the spectrum also shifts to higher toroidal
mode numbers. The nonlinear physics of the ITG turbulent transport show
similar features as has been previously discussed in this section.

3.3.2 TEM

Trapped electron mode (TEM) driven turbulence is another dominant channel
for transport in fusion plasmas which is destabilized due to the presence of
density and/or electron temperature gradient. TEM turbulence simulations
are mostly performed in LHD with flux-tube code GKV [111, 112] where the
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Figure 3.9 – Radial profiles for the equilibrium ion temperature Ti and electron
temperature Te (blue dashed line), the ion and electron density profile (blue solid
line), the normalized density gradient R0/Ln (red solid line), used for the simula-
tions of TEM turbulence with η = 0. The black dashed lines represent the simula-
tion boundary with ψinner = 0.08ψw and ψouter = 0.7ψw.

effects of isotopes and collisions on microinstabilities and the role of zonal flow
on TEM turbulence in LHD have been studied, as discussed in Sec. 3.1. In
this section, the global nonlinear pure TEM turbulence simulations have been
carried out using GTC.

The plasma profile used for the simulations is illustrated in Fig. 3.9. The
maximum normalized density gradient is R0/Ln ∼ 47.2, where 1/Ln = −∂(lnn)

∂r ,
and also peaks at ψ ∼ 0.33ψw. Temperature profiles are homogeneous along
the plasma, Ti = Te = 1keV, so η = 0. The simulation domain, represented by
dashed black lines, is kept the same as in Sec. 3.3.1. Based on the convergence
studies, mesh and number of particles are the same as described in Sec. 3.3.1.

Figure 3.10 shows the time history of two TEM simulations: one where the
self-generated zonal flow has been kept (solid lines) and another where the
zonal flow has been removed (dashed lines). The three quantities represented
are the ion diffusivity averaged over ψ ∈ [0.19,0.45]ψw normalized by the gyro-
Bohm value (red lines), radial electric field resulting from the turbulence (black
line) and the root-mean-squared perturbed electrostatic potential (blue lines).
It has been confirmed that De ∼ Di . First, turbulent transport exponentially
grows during the linear phase, and then, due to mode coupling, inverse cascade
from high to low mode number, and zonal flow interaction, it finally saturates.
However, the zonal flow is not acting as the dominant saturation mechanism as
can be seen from the simulations with and without zonal flow. In other words,
the zonal flow in TEM simulations is not as important as it was for ITG satu-
ration. The role of zonal flow in TEM turbulence suppression has been widely
discussed for axisymmetric tokamaks [152, 160–166] and it is shown that the
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Figure 3.10 – Time history of the ion diffusivity averaged over ψ ∈ [0.19,0.45]ψw
(red) and non-zonal electrostatic perturbed potential (blue) with zonal flow (solid)
and without zonal flow (dashed) and zonal electric field (black). The diffusivity
is normalized by the gyro-Bohm diffusivity and the electrostatic potential is nor-
malzied by Te/e, the radial electric field resulting from the turbulence is normal-
ized with

√
Te/e.

role of zonal flow is usually weak in TEM turbulence regulation. Although the
TEM turbulence regulation by zonal flow depends upon the parameters such as
magnetic shear, electron to ion temperature ratio, electron temperature gradi-
ent and ηe [152,163,164]. Additionally, the conclusions drawn for tokamak may
or may not be consistent for LHD as the neoclassical radial electric field may
have a considerable effect on the turbulent transport in stellarators [113, 171].
It could be a future study to explore this complex parameter landscape.

Figure 3.11a shows the electrostatic potential on a poloidal plane during the
linear phase at time t = 3.2R0/Cs, TEM eigenmode shows a thinner mode struc-
ture than ITG simulations. Like ITG turbulence, TEM turbulence is extended
along the magnetic field lines and localized in the region of low magnetic field
strength where the normal curvature is unfavorable and peaks at ψ ∼ 0.30ψw.
Figs. 3.11b and 3.11c shows the potential during the nonlinear phase at time
t = 6.4R0/Cs for a simulation with and without zonal flows respectively. Tur-
bulence spreading is observed during the nonlinear phase but the turbulent
eddies are barely affected by zonal flows. Unlike ITG turbulence, the zonal
flow is not playing an important role in the case of TEM turbulence. That is
consistent with Fig. 3.10 where we previously discussed the little differences of
the simulations with and without zonal flow. Figure 3.12a shows the contour
plot of the electrostatic potential on the diagnosed flux surface ψ ∼ 0.28ψw in
the 3D real space during the linear phase at time t = 3.2R0/Cs. Like ITG tur-
bulence, the eddies are elongated along the field lines. Figure 3.12b shows the
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contour plot of electrostatic potential in 3D real space in the nonlinear stage at
time t = 6.4R0/Cs, with zonal flow. Figure 3.13 shows the flux surface variation
of root-mean-squared electrostatic perturbed potential with and without zonal
flow, and the radial electric field resulting from the turbulence. The red and
blue lines are almost overlapping with each other, re-affirming that the zonal
flow is not playing an important role in the TEM turbulent transport.

The toroidal mode spectrum, form = n/ι, at the linear (blue line) and nonlin-
ear (red line) phases during a nonlinear TEM simulation is represented in Fig.
3.14. The linear spectrum indicates that the dominant eigenmode is n = 140,
m = 280 with a linear growth rate γ = 3.96Cs/R0, frequency ω = 0.55Cs/R0 and
normalized perpendicular wave number k⊥ρi = 2.7. The ratio |ω/γ | < 1 implies
that this TEM simulation may be reactive turbulence [172]. During the non-
linear saturation (averaged over time from 6.4R0/Cs to 9.6R0/Cs), the nonlinear
poloidal and toroidal mode coupling leads to an inverse cascade from high to
low mode numbers [173].

We have carried out further TEM simulations with different normalized
density gradients R0/Ln. Figure 3.15 shows the variation of the linear growth
rate and frequency of the dominant TEM turbulent mode for each simulation.
The linear instability threshold for the TEM turbulence is found for values
of the normalized density gradient around (R0/Ln)cr ∼ 4.0. The growth rate
increases almost linearly with the gradient although the frequency barely in-
creases. As the gradient increases the spectrum also shifts to higher toroidal
mode numbers. The nonlinear physics of the TEM turbulent transport show
similar features as has been previously discussed in this section.

3.3.3 Turbulence for η = 1 case

In the previous sections, the microturbulences studied are pure ITG and pure
TEM in which either the ion temperature gradient or density gradient is present.
But in general, both the temperature and density gradients are present in an
experiment [111, 112]. In this section, an additional case is studied by taking
into account the gradient in both the ion temperature and the plasma density
while keeping the electron temperature profile uniform, and a comparison of
the nonlinear turbulent transport for the cases with η = 0, 1, and ∞ is made.
Figures 3.2 and 3.9 show the profiles used for the cases with η =∞ and η = 0
that are discussed in Secs. 3.3.1 and 3.3.2 corresponding to the ITG and TEM
turbulence respectively. For η = 1 case, the maximum of normalized ion tem-
perature and density gradients are R0/LTi ∼ 47.2 and R0/Ln ∼ 47.2. The shape
of the plasma profile is the same as is used for the cases with η =∞ and 0. The
maximum of gradients in profile is present at ψ ∼ 0.33ψw. The on-axis ion and
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Figure 3.11 – Contour plots of the electrostatic perturbed potential in the linear
phase at t = 3.2R0/Cs (a), in the nonlinear phase at t = 6.4R0/Cs with zonal flow (b)
and in the nonlinear phase without zonal flow (c), of TEM turbulence simulation
with kinetic electrons on a poloidal plane.
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eδφ/Te

linear

(a) eδφ/Te

nonlinear (w/ ZF)

(b)

Figure 3.12 – The real space 3D contour plots of the electrostatic potential on the
diagnosed flux surface with ψ = 0.28ψw in the linear phase at time t = 3.2R0/Cs (a),
and in the nonlinear phase with zonal flow at time t = 6.4R0/Cs (b).

Figure 3.13 – The flux surface variation of the root-mean-squared electrostatic per-
turbed potential (δφRMS ) with (red line) and without (blue line) zonal flow and the
radial electric field (Er ) (black line) resulting from the turbulence during the non-
linear stage of TEM turbulence simulations at time t = 6.4R0/Cs. The electrostatic
potential is normalized with Te/e, and the radial electric field resulting from the
turbulence is normalized with

√
Te/e.

Figure 3.14 – The comparison of toroidal mode spectrum along m = n/ι in the
linear and nonlinear phase of the TEM turbulence simulation.
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Figure 3.15 – The variation of the real frequency and growth rate of the most dom-
inant TEM with the normalized density gradient R0/Ln.

Figure 3.16 – The time history comparison of the transport averaged over ψ ∈
[0.19,0.45]ψw for η = 0, 1, and∞.

electron temperature are 2 keV and 1 keV respectively. Based on the conver-
gence studies, simulation parameters and mesh are the same as described in
Sec. 3.3.2.

The linear spectrum shows that the dominant mode is n = 160,m = 325 with
the growth rate γ = 3.72Cs/R0, frequency ω = 4.74Cs/R0 and normalized per-
pendicular wave number k⊥ρi = 3.5, propagating in the ion diamagnetic drift
direction. So, the simulation is dominated by ITG turbulence. The electro-
static potential looks like the typical ITG mode structure localized on the outer
mid-plane side. In the nonlinear phase, the zonal flow regulates the turbulent
transport by reducing it by almost two times. The comparison of the turbulent
transport levels for the three cases is shown in Fig. 3.16. The ion transport
coefficients (χi ,Di) are averaged over ψ ∈ [0.19,0.45]ψw. It has been confirmed
that De ∼ Di . The zonal flow physics has been included in all three cases. For
η = 1, two distinct saturations have been observed. The first saturation happens
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at t ∼ 3.7R0/Cs and the second saturation happens at t ∼ 5.0R0/Cs. Unlike the
cases η =∞ and η = 0, the spectrum for the η = 1 case is quite broad, compris-
ing low and high numerical modes. The high numerical modes saturate first in
the nonlinear phase while the low numerical modes saturate later which leads
to two distinct saturations. The volume averaged ion diffusivity and conductiv-
ity are almost the same for the η = 1 case. The transport with η =∞ case is the
highest, while η = 0 has the lowest transport level. From this comparison, it is
concluded that in the present scenario for similar plasma profile gradients, the
ITG turbulence acts as the primary drive for the heat conductivity transport,
whereas the TEM turbulence is effective for the particle diffusivity.

3.4 Conclusions and discussion

In this chapter, global gyrokinetic simulations of transport induced by mico-
turbulence arising from the pure ITG and pure TEM instabilities in the LHD
stellarator have been presented. The pure ITG turbulence is excited by the gra-
dient in ion temeperature while keeping the other profiles uniform. The effect
of kinetic electrons on the ITG turbulence is studied using the hybrid model
which is well-benchmarked in GTC. The kinetic electrons increase the linear
growth rate of the ITG turbulence by ∼ 1.5 times and the turbulent transport
by ∼ 2.5 times as compared to the case with adiabatic electrons. The pure TEM
turbulence is excited by the density gradient in the plasma species. The eigen-
mode structure in the linear phase for the TEM turbulence is localized on the
outer mid-plane side where the curvature is bad, similar to that in tokamaks
and ITG turbulence. The TEM linear mode structure is thinner and radially
localized as compared to the ITG linear eigenmode. The nonlinear simulations
of TEM turbulence with and without zonal flow show that, unlike in ITG tur-
bulence, zonal flow is not playing an important role in regulating the transport
by TEM turbulence. In tokamaks, the regulation of TEM turbulence by zonal
flow is weak although different works by independent codes have shown sig-
nificant effect of zonal flow when some parameters are changed such as mag-
netic shear, electron to ion temperature ratio, electron temperature gradient
and ηe [152, 163, 164]. For example, the lower magnetic shear has negligible
effect on transport due to TEM turbulence. However, at larger magnetic shear,
the radial streamer is easier to be broken by zonal flow due to turbulence elon-
gation in the radial direction [152]. For cold ions and steeper electron temper-
ature gradient, shear caused by zonal flow is weak in tokamaks [163] and also
with the realisitc plasma profiles, for ηe > 1, zonal flow effect is weak [164].
Recent work in tokamaks has shown that the zonal flow excitation in TEM tur-
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bulence is formally isomorphic to that of ITG turbulence, where the trapped
electrons contribute implicitly only via linear dynamics [174]. Theoretically,
control parameters are also identified. It could be a future study to explore
the complex parameter space for the effect of zonal flow on TEM turbulence
in LHD. Further, the comparison between different cases with η = 0, 1, and
∞ in LHD shows that the turbulent transport levels in the nonlinear satura-
tion is highest for η = ∞ case and lowest for η = 0 case. Thus, in the present
scenario for similar plasma profile gradients, the ITG turbulence acts as the
primary drive for the heat conductivity transport whereas the TEM turbulence
is effective for the particle diffusivity.
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Chapter 4

Microturbulent transport in LHD
stellarator with impurities

4.1 Introduction

Stellarator is gaining interest as a clean, unlimited, and viable energy source,
replacing fossil fuels and fission-based reactors. In contrast to their axisym-
metric counterparts: tokamaks, stellarators do not require the toroidal current,
which leads to lower MHD activities, absence of disruptions, and steady-state
operation [14–16]. The increased neoclassical transport at the expense of the
3D structure of the magnetic field leads to the concept of an optimized ad-
vanced stellarator in which tailoring the magnetic field allows the reduction of
neoclassical transport to the level of an advanced stellarator [17–19,75,76,175].
Following this trend, an optimized magnetic configuration has been found in
LHD with a strong inward shift of the magnetic axis [80]. In state-of-the-art
stellarators such as large helical device (LHD) [155], the anomalous transport
due to micro-instabilities remains a major cause of the degradation of plasma
confinement [82, 83]. Therefore, reducing microturbulent transport is of fore-
most importance in stellarators. In this direction, the improvement in plasma
confinement due to the injection of impurities has gained considerable atten-
tion over the past years in both tokamak and stellarator [176, 177].

Depending upon their concentration, impurities in the stellarators can sig-
nificantly impact the plasma confinement. An excess concentration can lead
to the degradation of plasma confinement and can cause the radiative col-
lapse of the discharge [178, 179]. However, a controlled injection of impurities
can improve the plasma confinement by reducing the microturbulent trans-
port [66]. In this direction, recent impurity injection studies in the stellarators
LHD [85, 86] and W7-X [78] have shown encouraging results. In particular,
in LHD, the access to a reduced-turbulence improved confinement regime has
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been observed upon the injection of boron powder into the plasma [86]. Here,
the plasma temperature is observed to increase by about 25%, at the same time,
the amplitude of turbulent fluctuations has been measured to decrease up to a
factor of two over a broad region of the plasma volume. The reasons behind the
confinement improvement are not fully understood yet, and dedicated gyroki-
netic simulations can help shed light on the matter.

Advancements in high-performance computing have made it possible to
validate the gyrokinetic model. Several attempts in this direction have shown
that gyrokinetics accurately describes turbulence and transport in fusion plas-
mas [64, 65, 109, 135, 180]. However, the gyrokinetic simulations of microtur-
bulence using realistic device geometries and experimental profiles face severe
numerical challenges. For example, in realistic experimental scenarios, a wide
range of spatial and temporal scales can co-exist and must be resolved. Fur-
thermore, the cross-field particle, momentum, and energy transport due to mi-
croturbulence lead to mixing the space-time scales [45]. In addition, all the
physics aspects must be incorporated into the simulations to describe the sys-
tem accurately. For example, zonal flows, kinetic electron effects, neoclassical
radial electric field, collisional effects, and electromagnetic effects could be sig-
nificant in global gyrokinetic analyses of realistic experimental scenarios.

The neoclassical radial electric field and its shear play a vital role in the mi-
croturbulent transport. The radial electric field can change the linear growth
rate of the turbulence. It can break the turbulent eddies into finer eddies
by enhancing the nonlinear ~E × ~B shear, due to which the radial correlation
length decreases, reducing the turbulence. The advancements in the neoclas-
sical transport codes such as NTSS [181], SFINCS [182], FORTEC-3D [183]
and PETA [184] have allowed an accurate description of neoclassical trans-
port and hence have made it possible to calculate the ambipolar radial electric
field in stellarators. In addition to the neoclassical radial electric field, self-
generated zonal flow also plays an essential role in microturbulent transport.
There are numerous investigations on the role of zonal flow in microturbulent
transport for both tokamak [135] and stellarator [185]. The shear caused by
zonal flow decorrelates the turbulent eddies by breaking them into finer ed-
dies, thus, regulating the transport in the nonlinear saturation regime. Recent
GTC simulations in LHD have shown that in the case of ITG turbulence, the
zonal flow plays a vital role. In contrast, its effect is weak for TEM driven tur-
bulence for which the inverse cascade of higher toroidal modes to the lower
ones acts as a dominant saturation mechanism [185]. Further investigations
indicate that the zonal flow effect on TEM transport depends upon several pa-
rameters such as magnetic shear, electron to ion temperature ratio, electron
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temperature gradient, and the ratio of electron temperature gradient to density
gradient [152, 160–165].

Recent years have shown some progress toward gyrokinetic simulations of
microturbulence in stellarators. Gyrokinetic flux-tube simulations using the
GKV code have been extensively performed in LHD [110–112,186,187], where
the reduction of ITG turbulence by zonal flow, the role of zonal flow on TEM,
the isotopes and collisional effects on microinstabilities, and their character-
istics for high-Ti/Te and high-Te/Ti isotope plasmas in LHD are studied. How-
ever, flux-tube simulations fail to capture the linear coupling of multiple toroidal
harmonics due to the 3D structure of the magnetic field in the stellarators and
the secular radial drift of helically trapped particles across the flux surface.
First global gyrokinetic simulations using the EUTERPE code with adiabatic
electrons were recently carried out to study the effects of the radial electric
field on the ITG turbulence in W7-X and LHD [113]. The gyrokinetic toroidal
code (GTC) has been used earlier to carry out the first global nonlinear ITG tur-
bulence simulations with adiabatic electrons in the W7-X and LHD [114]. GTC
has also self-consistently calculated neoclassical ambipolar radial electric fields
in the W7-X, which reduced the ITG turbulence more strongly in the electron-
root case than the ion-root case [115]. Furthermore, XGC-S [116] and GENE-
3D [188] have performed global gyrokinetic simulations of microturbulence in
the W7-X using adiabatic electrons. The adiabatic electron model cannot ad-
dress the effect of kinetic electrons on the ITG turbulence [118, 119], and the
excitation of the TEM turbulence [120]. Kinetic electrons were first incorpo-
rated in the global gyrokinetic simulations of the W7-X and LHD to study the
collisionless damping of zonal flow [157]. Subsequently, GTC simulation with
a sufficiently high mesh resolution found a new helical trapped electron mode
(HTEM) in the W7-X [158]. GENE-3D with a reduced mesh resolution has been
used in recent work to simulate electromagnetic ITG turbulence with kinetic
electrons in the W7-X-like plasma [159]. Recently, EUTERPE has been used for
nonlinear simulations of ITG turbulence with adiabatic electrons using realistic
experimental plasma parameters [169]. Recently, GTC has been used to carry
out nonlinear gyrokinetic simulations to study the effect of kinetic electrons
on ITG turbulence and to simulate the TEM in LHD using numerical plasma
profiles [185].

In the present work, the global gyrokinetic simulations of electrostatic mi-
croturbulence for discharge # 166256 of LHD stellarator are carried out using
the gyrokinetic toroidal code (GTC) [185]. In particular, the effect of injecting
boron impurity powder on microturbulence is studied. GTC simulations are
performed at two time instances, 5 s, and 9 s, representing the cases before
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and during boron powder injection. The experimental plasma profile and LHD
equilibrium are used for the simulations. The neoclassical radial electric field is
taken into account in the simulations. In line with the experiment, simulations
show the co-existence of ITG and TEM turbulence. ITG turbulence is dominant
in the core, whereas TEM is dominant at the edge, with their respective propa-
gations being in the ion and electron diamagnetic drift directions, respectively.
For the 5 s case, the linear eigenmode frequency corresponding to ITG is ∼ 20
kHz, and the TEM is ∼ 80 kHz. For the 9 s case, the linear eigenmode frequency
corresponding to ITG is ∼ 13 kHz, and for the TEM, it is ∼ 100 kHz. The non-
linear simulations show a broad poloidal wave number spectrum, 0−0.5 mm−1

for ITG and 0−0.25 mm−1 for TEM. Simulations by artificially suppressing the
zonal flow show that the transport is greatly reduced by zonal flow in the re-
gion where ITG is dominant. In contrast, it has a comparatively weaker effect
on transport in the region where TEM is dominant. These results are consistent
with the recent global gyrokinetic simulations findings [185]. Zonal flow plays
a vital role in regulating the ITG turbulent transport. In contrast, the inverse
cascade of higher poloidal and toroidal modes to the lower modes is the dom-
inant saturation mechanism for TEM. A comparison of the simulations done
with and without boron for the 9 s case shows that the boron impurity reduces
the turbulence in the entire radial domain by reducing the linear growth rate
of both the ITG and TEM turbulence, consequently, the nonlinear turbulent
transport. Comparing the heat conductivities for the 9 s case with the reference
5 s case shows that the ion heat conductivity values are considerably reduced in
the radial range r > 0.73a, where the TEM is dominant. However, the ion heat
conductivity is not affected in the rest of the radial domain. The electron heat
conductivity also shows similar values before and during boron powder injec-
tion. This discrepancy is attributed to several possible sources: MHD activities,
un-resolved low wave number fluctuations in the experiment, uncertainty in
the radial electric field, unavailability of the experimental profile of boron im-
purity ions, and finite β effects. The comparison of effective heat conductivity
is also presented between the simulation and experiment. The values are found
to be in the same ballpark within the measurement uncertainty.

The remainder of the chapter is organized as follows: in Sec. 4.2, the micro-
turbulence simulations are discussed, and conclusions are made in Sec. 4.3.

4.2 Microturbulence simulations

This section presents the electrostatic microturbulence simulations, using GTC,
for the discharge # 166256 of the LHD stellarator at 5.34 s and 9 s, as discussed
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Figure 4.1 – The plasma profile for the discharge # 166256 for 5 s (dashed lines)
and 9 s (solid lines) cases as a function of normalized minor radius (r/a): (a) The
electron temperature (red lines) and ion temperature (blue lines), and (b) electron
density (green lines) and the radial electric field (magenta line). The dashed verti-
cal black lines represent the simulation domain.

in Ref. [86]. The time 5.34 s corresponds to the instance when there is no boron
powder. In the following, we will refer to this case as 5 s for simplicity, and 9 s
represents the situation with boron powder. In contrast to other low-Z impuri-
ties such as carbon, boron leads to better wall-conditioning in the experiments.
However, from the perspective of the gyrokinetic simulations of microturbu-
lence, they dictate a similar physical effect. For GTC simulations, the exper-
imental equilibrium generated using VMEC code [145] and the experimental
plasma profiles are used for the two time instances. Figure 4.1 displays the
plasma profiles for the two instances, with the dashed lines corresponding to
the profile for 5 s and the solid lines representing the profile for 9 s. As shown in
Fig. 4.1(a), the electron and ion temperatures increase by about 25% and 20%,
respectively, during boron injection. Fig. 4.1(b) shows the electron density and
radial electric field. The radial electric field is represented by a magenta curve
scaled on the right-hand side y-axis. The radial electric field is modeled from
the SFINCS results presented in Ref. [86]. For simplicity, the radial profile of
ambipolar Er resulting from SFINCS is fitted with a linear relation with the ra-
dius, which provides a good approximation over the simulation domain. Also,
since Er is reported not to change sensibly with powder injection, the same Er is
used in this work for both the 5 s and 9 s cases. The simulation domain is rep-
resented by black dashed vertical lines, from r ∈ [0.31,0.97]a that corresponds
to ψ ∈ [0.05,0.9]ψw, where ψ is the poloidal magnetic flux and ψw is the value
at the wall.

The normalized plasma profile gradient R0/LX is given in Fig. 4.2, where
1/LX = −∂(lnX)

∂r is the inverse gradient length scale, where r is the local minor
radius. The dashed and solid lines correspond to the profile gradient for 5 s and
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Figure 4.2 – The normalized plasma profile gradient as a function of normalized
minor radius (r/a) for 5 s (solid lines) and 9 s (dashed lines) cases. The rotational
transform ι is presented by magenta lines (see the y-axis on the right). The vertical
black dashed lines represent the simulation domain.

9 s, respectively. Red and blue lines represent the gradient in electron and ion
temperature. Green lines represent the density gradient. Magenta lines scaled
on the right-hand side y-axis indicate the rotational transform ι = 1/q.

In the experiment, the primary ion species is deuterium. However, other
ion species, such as carbon and helium, are also present. Table 4.1 shows the
concentration of each ion species along with the effective charge Zeff for the 5
s and 9 s cases. All the ion species present in the experiment are fully ion-
ized. For the 9 s case, three scenarios are discussed and labeled as I, II, and
III, with different Zeff and, thus, represent different boron concentrations. For
case II, the experimental value of Zeff=1.834 inferred from spectroscopic mea-
surements is used as an input. For case I, an increase of Zeff of ∼ 20% with
respect to the experimental one is considered to assess the role of the increase
of Zeff on the plasma turbulence. This increase is consistent with the uncertain-
ties of the experimental determination of Zeff. To elucidate the effect of boron
impurities on the transport in the following discussion, case III is introduced,
which is similar to the case I, except the boron is removed, resulting in a lower
value of Zeff. For the simulations, plasma is represented by the thermal ions,
electrons, and the boron impurity ions. Due to the unavailability of a realistic
profile for boron impurity ions, the density and temperature profile of boron
impurity ions is assumed to be the same as that of the thermal ions. For the
thermal ions, the average charge and mass of the ion species are used as shown
in Table 4.1. In the table, the concentration of each of the ion species is mea-
sured experimentally, from which Zeff, Zi , and ai are calculated for each case.
The density profile for the thermal ions and boron impurity ions is determined
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Time nD/ne nHe/ne nC/ne nB/ne Zeff Zi ai
5 s 0.7080 0.1389 0.0024 0.0000 1.349 1.18 2.36
9 s (I) 0.4747 0.1500 0.0017 0.0429 2.200 1.25 2.50
9 s (II) 0.5377 0.1615 0.0017 0.0228 1.834 1.24 2.48
9 s (III) 0.4747 0.1500 0.0017 0.0000 1.447 1.25 2.50

Table 4.1 – The concentration of different ion species (D - deuterium, He - helium,
C - carbon, B - boron), Zeff and the average charge (Zi) and mass (ai) of the thermal
ions for 5 s and 9 s cases. For 9 s, three cases are studied, labeled as I, II, and III,
corresponding to different Zeff, and with different boron concentrations. All the
ion species are fully ionized.

from the quasi-neutrality condition: Zini +Zznz = ne.
A convergence study is done to optimize the GTC parameters for the elec-

trostatic microturbulence simulations in LHD for discharge # 166256. In this
study, one-tenth of the LHD torus is simulated due to the field symmetry of
the stellarator. The gyrokinetic model describes the ions, and electrons are
treated according to the fluid-kinetic hybrid model, as discussed in Chapter 2.
The time step size is 0.025R0/Cs, and 30 electron sub-cycles are used, where
Cs/R0 = 7.069 × 104 sec−1 for 5 s and 7.292 × 104 sec−1 for 9 s where R0 is the
major radius and Cs is the ion sound speed. The value of ρ∗ = ρs/a is about 0.003
for both the time instances, where ρs = c

√
miTe/ZiB and a is the minor radius.

In the simulations, both the trapped and passing electrons are considered. For
the simulations, 250 radial grid points, 2000 poloidal grid points, and 9 grid
points in the parallel direction are used. The number of particles used per cell
is 200.

Figure 4.3 shows the electrostatic potential on the poloidal plane in the
linear phase of GTC simulations for 5 s case (4.3(a)) and 9 s (I) case (4.3(b)).
The linear phase of the nonlinear simulations for the two cases shows the co-
existence of ITG and TEM turbulence, propagating in the ion and electron dia-
magnetic directions, respectively. The ITG turbulence dominates inside the
core, whereas TEM dominates at the edge for the two cases. ITG becomes un-
stable due to the negative density gradient and finite ion temperature gradient
in the core for both 5 s and 9 s cases [189, 190]; however, ηe > ηi excites the
TEM near the edge (see Fig. 4.2), where η is the ratio of the temperature gradi-
ent to the density gradient. The linear eigenmode structure looks like a typical
ballooning mode, localized on the outer mid-plane side where the curvature
is bad. The ITG turbulence is maximum at the radial location r ∼ 0.5a for 5 s
case and r ∼ 0.46a for 9 s case. However, the TEM is maximum at the radial
location r ∼ 0.9a for 5 s case and r ∼ 0.95a for 9 s case. It also justifies the ex-
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Figure 4.3 – The electrostatic potential on the poloidal plane in the linear phase for
5 s case (a) and 9 s (I) case (b). The black lines show the inner and outer simulation
boundaries. The electrostatic potential δφ is normalized by the maximum value.
For both cases, the ITG turbulence is located near the inner boundary, whereas the
TEM dominates at the outer boundary.

tent of radial domain used in the simulations. Compared to the 5 s case, the
radial width of the TEM for 9 s is smaller; however, the radial width of the ITG
mode is large as compared to the TEM for both cases. The simulations’ lin-
ear phase diagnosis has been performed at two radial locations where the ITG
and TEM are dominant for each case. For the 5 s case, the diagnosis at radial
location r ∼ 0.5a shows that the dominant ITG mode is n = 50, m = 102 with
the linear growth rate of 0.44Cs/R0, and frequency 1.72Cs/R0 ∼ 20 kHz. At the
radial location r ∼ 0.95a where the TEM is dominant, the linear growth rate
of the dominant TEM is 0.43Cs/R0, with the frequency of 7.18Cs/R0 ∼ 80 kHz
which corresponds to n = 180, m = 145 mode. For the 9 s (I) case, the diagno-
sis at the radial location r ∼ 0.5a, the linear growth rate of the dominant ITG
eigenmode is 0.48Cs/R0, with the frequency of 1.18Cs/R0 ∼ 13 kHz, that corre-
sponds to n = 40, m = 85 mode. At the radial location r ∼ 0.95a where the TEM
is dominant, the linear growth rate of the dominant TEM is 0.72Cs/R0, with
the frequency of 8.58Cs/R0 ∼ 100 kHz, that corresponds to n = 200, m = 169
mode. The frequencies of the ITG and TEM for both 5 s and 9 s cases are in
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good agreement with the experiment [86], where it has been discussed that the
fluctuations spectrum, measured using phase contrast imaging setup, before
boron powder injection, peak at ∼ 20 kHz, identified as ITG turbulence, and
TEM is observed at the plasma edge with the peak in spectrum at ∼ 80 kHz.
However, during boron powder injection peak corresponding to the ITG tur-
bulence shifts to ∼ 10 kHz, and at the edge plasma where TEM is dominant, a
new peak emerges in the spectrum in the range ∼ 100 − 200 kHz (see Fig. 5(c)
in Ref. [86]).

To study the effect of boron impurities on microturbulence, GTC self-consistent
simulations are carried out for the cases 9 s (I), (II), and (III) that represent the
cases with a boron concentration of 4.29%, 2.28%, and 0% respectively. The lin-
ear simulation phase for 9 s (II), (III) shows the poloidal electrostatic potential
similar to that of 9 s (I) as shown in Fig. 4.3(b). However, for the 9 s (II) case, the
growth rate of the dominant ITG mode is 0.49Cs/R0 at radial location r ∼ 0.5a,
and the growth rate of the dominant TEM is 0.64Cs/R0 at r ∼ 0.95a. Similarly,
simulations of the 9 s (III) case show that the growth rate of the most dominant
ITG mode is 0.56Cs/R0 at radial location r ∼ 0.5a. In contrast, the growth rate
of the most dominant TEM is 0.64Cs/R0 at radial location r ∼ 0.95a. Thus, for
the 9 s (I) case, the boron impurity reduces the ITG turbulence growth rate by
∼ 14%, and TEM by ∼ 5%. For the 9 s (II) case, the ITG turbulence growth rate
is reduced by ∼ 12% and TEM by ∼ 16% due to the boron impurity.

In the nonlinear simulation phase, the turbulence spreads throughout the
simulation domain due to the nonlinear coupling between the different toroidal
modes and the turbulence interaction with the self-generated zonal flow n = 0
and m = 0. Figure 4.4 shows the electrostatic potential on the poloidal plane in
the nonlinear phase of the simulation for 5 s case (4.4(a)) and 9 s (I) case (4.4(b)).
It is important to note that the electrostatic potential on the poloidal plane is
shown only for case 9 s (I), as the turbulent eddies look similar to Fig. 4.4(b) for
9 s (II) and (III) cases, though the fluctuations amplitudes are different. Also,
Fig. 4.4 shows that the electrostatic fluctuations in the outer region r > 0.73a
are reduced.

Zonal flow and microturbulence are ubiquitous in fusion plasmas. The role
of zonal flow on microturbulence is studied by artificially suppressing the zonal
flow in the simulations. Figure 4.5 shows the ion heat conductivity with zonal
flow (red lines) and without zonal flow (blue lines) for 5 s (dashed lines) and 9 s
(solid lines) cases. The zonal flow substantially reduces the turbulent transport
at the location where the ITG turbulence is dominant; however, it has a weak
effect near the edge, where the TEM is dominant. The relatively weaker effect
of zonal flow on TEM turbulent transport can also be seen in Fig. 4.4. For
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Figure 4.4 – The electrostatic potential on the poloidal plane in the nonlinear phase
for 5 s (a) and 9 s (I) (b). The black lines show the inner and outer simulation
boundaries. The electrrostatic potential is normalized by Te/e. Compared to 5 s
cases, the turbulence is reduced in the outer region r > 0.73a.

Figure 4.5 – The radial variation of the time-averaged ion heat conductivity for 5 s
case (dashed lines) and 9 s (I) case (solid lines), with the zonal flow (red lines) and
without zonal flow (blue lines).

example, as shown in the figure, the size of the electrostatic potential eddies
is smaller in the core where the ITG is dominant as compared to eddies near
the edge where TEM is dominant. Thus the zonal flow is more effective in
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Figure 4.6 – The poloidal wave number spectrum for 5 s (blue) and 9 s (I) (red)
cases for ITG (a) and TEM (b) turbulence.

breaking the potential eddies into finer eddies for ITG than TEM. These results
are consistent with the earlier investigations [185], where it has been found that
the zonal flow plays a crucial role in regulating the ITG turbulent transport.
However, it has a relatively weaker effect on the TEM turbulent transport; the
inverse cascade of the higher poloidal and toroidal modes to the lower ones
dominates the nonlinear saturation. It is worth mentioning that there has been
a significant discussion on the role of zonal flow on microturbulence for axis-
symmetric tokamaks [135, 152, 160–165, 185] where it is shown that the zonal
flow acts as a dominant mechanism for the ITG turbulence saturation, whereas
it has a relatively weaker effect on TEM turbulence. It is also known that the
role of TEM turbulence depends upon details of the plasma profile and several
parameters for tokamak [166] and stellarator [167].

Figure 4.6 represents the time-averaged poloidal wave number spectrum in
the nonlinear simulation phase corresponding to the ITG turbulence (4.6(a))
and TEM turbulence (4.6(b)) for 5 s (blue lines) and 9 s (I) (red lines) case. The
poloidal spectrum is normalized with the maximum values. Case I is discussed
for 9 s, as case II shows the poloidal wave number spectrum similar to the case
I. It is essential to see that the wave number spectrum involves equally spaced
discrete peaks, as the simulations use one-tenth of LHD torus. The separation
between the peaks is proportional to the local safety factor value q = 1/ι. The
peaks are more closely spaced for TEM than for ITG, as the safety factor at
the location where ITG is dominant is q ∼ 2.0, whereas at the radial location
where TEM is dominant, the safety factor q ∼ 0.8. It is also worth discussing
that in Fig. 4.6(a), there is a gradual shift in the peaks for 5 s and 9 s cases
as kθ increases. It is due to the slight difference in the rotational transform
values for the two cases, as shown by the magenta lines in Fig. 4.2. The wave
number spectrum is broad with kθ ∈ [0,0.5] mm−1 for ITG and kθ ∈ [0,0.25]

65



Chapter 4. Microturbulent transport in LHD stellarator with impurities

Figure 4.7 – The radial variation of the time-averaged ion (blue lines) and electron
(red lines) heat conductivity for 5 s (dashed lines) and 9 s (I) (solid lines) cases.

mm−1 for TEM, for both 5 s and 9 s (I). The simulations show that a substantial
fraction of the turbulent spectrum for ITG and TEM is for kθ < 0.1 mm−1. While
overall, this part of the spectrum does not seem to change much between the
5 s and 9 s cases. However, the phase contrast imaging diagnostic used in the
measurements has a cut-off at about 0.1 mm−1 as shown in Figs. 4(c), 4(d) of
Ref. [86], so that the measurements do not resolve the low wave number part
of the spectrum [191]. It makes the direct comparison with the experimental
measurement of turbulence fluctuations more challenging.

Figure 4.7 shows the radial variation of time-averaged ion (blue lines) and
electron (red lines) heat conductivity at 5 s case (dashed lines) and 9 s (I) case
(solid lines). In the nonlinear phase, the transport saturates due to nonlinear
mode coupling between different toroidal and poloidal modes and due to the
interaction of turbulence with the self-generated zonal flow. The heat conduc-
tivities are time-averaged over a time window of 12.5R0/Cs, in the nonlinear
steady state. As shown in the figure, the ion heat conductivity substantially
reduces during the boron injection (solid and dashed blue lines) in the radial
range r > 0.73a, in the region where the TEM is dominant. However, in contrast
to the experiments, the ion heat conductivity values are almost similar in the
rest of the radial domain. The electron heat conductivity also shows similar
values for 5 s and 9 s (I) cases.

It is essential to review the possible sources of the discrepancy. For exam-
ple, MHD activity is present in the experiments both before and during pow-
der injection, and the level of MHD activity is overall the same for the two
cases. Therefore, a change in MHD activity is to be excluded as the cause of
confinement improvement upon powder injection. The simulations also show
that a substantial fraction of the turbulent spectrum for ITG and TEM is for
kθ < 0.1 mm−1. While overall, this part of the spectrum seems to stay mostly
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the same between the 5 s and 9 s cases. Indeed, the phase contrast imaging di-
agnostic used in the measurements in Ref. [85] has a cut-off at about 0.1 mm−1,
so the measurements do not resolve the low wave number part of the spec-
trum [191]. It makes the direct comparison with the experimental measure-
ment of turbulence fluctuations amplitude more challenging. As mentioned
earlier, the radial electric field used in the gyrokinetic simulations is calculated
using SFINCS [182], which shows that the Er remains the same during boron
powder injection [86]. However, these calculations are radially local and do
not consider the impact of the flux surface variation of the electrostatic poten-
tial [192] as well as tangential magnetic drifts. It has been shown that the global
effects and potential variation, which are challenging to incorporate in SFINCS
simulations due to numerical complexity, can alter the calculated radial electric
field [193]. So, there is a possibility that the ambipolar radial electric field also
changes during boron injection and could affect the simulated turbulent trans-
port, as the ambipolar radial electric field can significantly affect the transport
due to ~E × ~B shear [113]. Also, due to the measurement limitations in the ex-
periments, the density and temperature profile of boron impurity ions have
been assumed to be the same as that of the thermal ions. The realistic boron
profile could also affect the transport. Furthermore, the findings of this work
are based on the global gyrokinetic simulations in the electrostatic limit. From
Fig. 4.1, it is clear that the plasma β increases during boron powder injection.
The electromagnetic effects can considerably affect the microturbulent trans-
port depending upon the β values [194]. Though the overall β values for the
analyzed discharge are relatively small to cause a transition from electrostatic
turbulence to electromagnetic one, for example, ITG to KBM (kinetic balloon-
ing mode) [195], it is still quite reasonable to expect that in the finite β limit,
the gyrokinetic simulations could show a further reduction in turbulence and
transport, due to an increase in β [159, 196] during boron injection. Moreover,
the electromagnetic effects on microturbulence are more precisely described by
the global simulations, as, in addition to the appearance of magnetic fluctua-
tions, finite β effects lead to the modifications of the electrostatic fluctuations
as well. These fluctuations have an additional component that varies substan-
tially across the flux tubes. Thus the local simulations cannot accurately cap-
ture these effects and are best described by the global simulations.

To better understand the effect of boron on transport, further investiga-
tions are made. The nonlinear heat transport is compared for cases 9 s (I),
(II), and (III), which correspond to different boron concentrations. Figure 4.8
shows the radial variation of the time-averaged ion (solid lines) and electron
(dashed lines) heat conductivity for three different concentrations of boron, 0%
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Figure 4.8 – The radial variation of the time-averaged ion (solid lines) and electron
(dashed lines) heat conductivity for 9 s case with three different concentrations of
boron impurities.

(black lines), 2.28% (blue lines), and 4.29% (red lines). The figure illustrates
that the boron, as the impurities, substantially reduces the transport. In this
context, earlier work by different researchers has shown that the impurities af-
fect the ITG and TEM turbulence differently. It depends on parameters such as
impurity concentration, the direction of the impurity density gradient, profile
gradients, and change in shearing due to zonal flow [197]. For example, the
recent gyrokinetic simulations show that the impurities reduce the ITG turbu-
lent transport due to the dilution effect, where the impurity ions replace the
thermal ions or by changing the ~E × ~B shearing due to zonal flow [198]. How-
ever, the heat conductivity values obtained from the simulations for 5 s and 9
s cases have similar values with and without zonal flow (see Fig. 4.5). There-
fore, the reduction of transport in the region where the ITG is dominant is
mainly due to the dilution of thermal ions by the boron impurities. Detailed
analysis using the gyrokinetic integral eigenmode equations has shown that the
effect of impurities on the TEM driven turbulence depends upon the parame-
ters, for example, the electron temperature gradient and the peaking direction
(inward/outward) of the impurity density profile [199]. However, the impurity
ions stabilize the TEM turbulence in case of the large electron temperature gra-
dient, irrespective of the peaking direction of the impurity density profile. As
shown in Fig. 4.2, the electron temperature gradient is large for both 5 s and
9 s cases; hence the boron ions decrease the TEM transport. Thus the boron
impurity ions reduce the turbulent transport.

Figure 4.9 shows the radial variation of the time-averaged ion (blue) and
electron (red) heat conductivity for 5 s (dashed) and for 9 s (III) (solid), i.e.,
without taking into account boron impurity ions in the gyrokinetic simula-
tions. As there is a change in plasma profile during boron powder injection
(see Fig. 4.1), the heat conductivity values for both ions and electrons are in-
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Figure 4.9 – The radial variation of the time-averaged ion (blue lines) and electron
(red lines) heat conductivity for 5 s (dashed lines) and 9 s (III) (solid lines) cases,
without considering boron impurity ions in gyrokinetic simulations.

creased during boron powder injection, except the reduction in ion heat trans-
port for r > 0.82a, which is due to the reduction of TEM turbulent transport
due to profile modification. These results are supported by recent findings of
impurity injection studies in W7-X, where the confinement improvement has
been attributed to the impurity-induced profile modifications [78].

Therefore, the effect of boron powder on turbulent transport is two-fold.
First, boron powder changes the microturbulent transport dynamics due to im-
purity ions. Second, the boron powder injection leads to a change in the plasma
profile, which changes the instability drive for the turbulence due to the change
in profile gradient. Figs. 4.8 and 4.9 describe these effects, respectively. Thus,
the reduction in transport during boron powder injection is a combined effect
of the presence of boron as the impurities and the change in plasma profile due
to boron.

Furthermore, Fig. 4.10 compares the effective heat conductivity from the
experiment and simulations. The shaded region represents the experimental
uncertainties in the heat conductivity values for 5 s and 9 s cases. Experimen-
tally, the effective heat conductivity is computed by the DYTRANS code [200]
using the following relationship

χeff =
Qe +Qi

nedTe/dr +nidTi/dr
,

where Qe and Qi are the electron and ion heat flux, r is the local minor radius.
As discussed earlier, the simulation domain is restricted to r ∈ [0.31,0.97]a,
and the fluctuating quantities are enforced to zero using the Dirichlet bound-
ary condition at the simulation boundaries. The simulations show the radial
trend of the effective heat conductivity, similar to the observed trend in the
experiments before and during powder injection. In addition, the χeff from
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Figure 4.10 – Comparison of the radial variation of the effective heat conductivity
from experiments and simulations. The experimental values are represented by a
dashed blue line for 5 s and a solid red line for 9 s, with the shaded regions rep-
resenting the measurement uncertainty in the experiment. The simulation results
are shown by black lines (dashed line for 5 s and solid line for 9 s). The simu-
lated values are enforced to vanish at the simulation boundaries by applying the
Dirichlet boundary condition.

simulations and experiments are in the same ballpark estimate within the mea-
surement uncertainty.

4.3 Conclusions and discussion

To summarize, in this work, we have carried out the global gyrokinetic simula-
tions of the electrostatic microturbulent transport of the discharge # 166256 of
the LHD stellarator in the presence of boron impurities, using the gyrokinetic
toroidal code (GTC). The radial electric field has been considered in the simu-
lations. When there is no boron, the reference case is represented by a snapshot
status of the plasma state at time t = 5 s. It is contrasted with the state of the
plasma during boron injection at t = 9 s. At both time instances, the experi-
mental plasma profile and the corresponding LHD equilibrium have been used
for the simulations. GTC simulations show the co-existence of ion tempera-
ture gradient (ITG) turbulence and the trapped electron mode (TEM) before
and during boron powder injection. ITG turbulence is dominant in the core,
whereas the TEM dominates near the edge. The linear eigenmode frequency of
the dominant ITG mode is ∼ 20 kHz, that during boron injection, down-shifts
to ∼ 13 kHz. The linear eigenmode frequency of the dominant TEM is ∼ 80
kHz, that during boron injection, up-shifts to ∼ 100 kHz. These results are in
good agreement with the experiment. Boron impurities reduce both the linear
growth rate and the nonlinear turbulent transport. The nonlinear simulations
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by artificially suppressing the zonal flow show that the zonal flow substantially
reduces the ITG turbulent transport; however, it has a comparatively weaker
effect on the TEM transport for both cases. Comparison of the heat conductiv-
ity for different boron concentrations shows that the boron impurities reduce
the transport. Comparison of the heat conductivity transport for the 9 s case
with that of the 5 s case shows that the ion heat conductivity is substantially
reduced in the radial range r > 0.73a. However, the average ion heat conduc-
tivity in the rest of the radial range and the electron heat conductivity in the
whole radial range show similar values. The comparison of the effective heat
conductivity between simulations and experiments is presented, and the val-
ues are in the same ballpark estimate within the measurement uncertainty. The
discrepancy in the nonlinear transport between simulations and experiment is
reviewed. For example, the neoclassical radial electric field is computed by
SFINCS, which can differ from the actual electric field since effects such as
self-organization due to turbulence and zonal flows are not included in the
neoclassical simulations. In the experiments, MHD activity is present both be-
fore and during powder injection, and the level of MHD activity is overall the
same for the two cases. Therefore, a change in MHD activity is to be excluded
as the cause of confinement improvement upon powder injection. The reduc-
tion of transport due to impurities could differ from when an actual profile of
boron ions is considered. Also, due to diagnosis limitations in the experiment,
the wave number spectrum for the fluctuations below 0.1 mm−1 is unavail-
able. However, the simulations show considerable turbulence activity below
0.1 mm−1 for ITG and TEM, though it is similar before and during powder in-
jection. This makes the direct comparison with the experimental measurement
of turbulence fluctuations amplitude more challenging. In this work, the elec-
trostatic simulations are presented; however, the experiments show an increase
in β during boron powder injection though the analyzed discharge’s overall β
values are quite small. Thus, it is reasonable to expect a further reduction in
transport (particularly of the ITG turbulence) due to the finite β effects.
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Chapter 5

Electrostatic microturbulence in
ADITYA-U tokamak

5.1 Introduction

In fusion reactors [2,4], the energy and particle confinement time must be long
enough to achieve a net energy balance between the energy supplied to heat
the system and the energy produced by the fusion process in the plasma. The
energy and particle losses observed in magnetic fusion experiments are sig-
nificantly higher than predicted values for the collisional processes [44]. This
so-called anomalous transport is believed to be primarily due to small-scale
instabilities called micro-instabilities caused by the temperature and density
gradient of plasma species [45]. Therefore, understanding the physics of tur-
bulent transport is of paramount importance in magnetically confined plasma
experiments. The design of future reactors relies on the extrapolation of the
turbulent transport levels from current fusion experiments to much larger fu-
ture experiments such as the International Thermonuclear Experimental Reac-
tor (ITER) [11, 30].

Thanks to the spectacular advances in high-performance computing, it has
become possible to carry out large-scale numerical simulations, using various
plasma models, to study the characteristics of turbulence and transport. For
example, simulation results using sophisticated gyrokinetic codes [103] have
shown good agreement with experimental observations from tokamaks. An
important objective of these simulations is to find a physical basis for the empir-
ical scaling of the turbulent transport levels from first-principles, state-of-the-
art numerical modeling [88, 128, 201]. Advanced gyrokinetic simulation codes
enable an in-depth study of small-scale turbulence, such as that arising from
drift waves, that is widely believed to be the cause of anomalous transport [45].
Various simulation codes treat the problem at different levels of complexity to
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capture some of the crucial physics features, related to the small-scale modes
like the ion temperature gradient (ITG) and the trapped electron mode (TEM).

Many gyrokinetic simulations of electrostatic microturbulence using real-
istic device geometry and experimental plasma profiles have found the signa-
tures of ITG/TEM turbulence. For example, a comparison of the experimen-
tally measured plasma fluctuations and turbulent transport is made against
the local electrostatic gyrokinetic simulations of L-mode discharge of the DIII-
D tokamak using the GS2 code [64], in which the ITG turbulence was investi-
gated. The nonlinear electrostatic gyrokinetic simulations of L-mode discharge
of DIII-D using the GYRO code show similar electron temperature and density
fluctuations in the ITG/TEM unstable plasma, consistent with the experimental
observations [65]. Similarly, a validation study of the gyrokinetic electrostatic
simulations using GYRO code has been done for the ITG and TEM dominated
L-mode plasmas of Alcator C-Mod tokamak [109].

Collisions and zonal flow can significantly affect the turbulence and trans-
port in tokamaks. The zonal flow interaction with the turbulence has been
extensively studied. For example, it is widely accepted that the zonal flow
plays an essential role in regulating the ITG turbulent tranpsort [49, 93]. How-
ever, in contrast to the ITG turbulence, the effect of zonal flow on the TEM
turbulent transport is found to depend on the parameters such as the elec-
tron to ion temperature ratio, magnetic shear, the electron temperature gra-
dient scale length, and the ratio of electron temperature gradient to density
gradient [152, 163–166]. The collisions can effect the turbulence and transport
directly by affecting the linear microturbulence drive or indirectly by affecting
the coherent phase space structure. It has been found that the collisional ef-
fects can reduce the ITG turbulence growth rate, can lead to the stabilization of
TEM turbulence, or can lead to a transition from TEM to ITG turbulence by the
de-trapping of electrons [151–153]. The recent gyrokinetic simulations using
gyrokinetic toroidal code (GTC) have shown the effects of collisions on the ITG
and TEM dominant discharges of the DIII-D tokamak [154].

GTC has been applied extensively to tokamaks [93] to study turbulent trans-
port. Recently, GTC was upgraded to simulate turbulence in the 3D devices
called stellarators [114, 157, 185], as discussed in Chapters 3 and 4. In the
present work, we have used GTC to study the microturbulence in the ADITYA-
U tokamak. ADITYA-U is a medium-sized, air-core tokamak, that has recently
been upgraded from the ADITYA tokamak [70–73] to incorporate a new set of
divertor coils for shaped plasma operations with a new vacuum vessel along
with a new toroidal belt limiter. Since its commissioning, several experiments
relevant to the operation of future fusion devices such as ITER have been per-
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formed [71–73], including experiments on generation, transport and control of
runaway electrons [72,73], plasma disruption [72,73], transient transport phe-
nomena such as cold-pulse propagation [73, 74] and plasma detachment [73].
However, there are very few simulation studies on the ADITYA-U tokamak, and
even the global simulation studies of the microturbulence by state-of-the-art
codes like GTC are yet to be established.

In the present work, self-consistent gyrokinetic simulations have been car-
ried out using GTC to investigate the role of electrostatic microturbulence, such
as ITG and TEM, in driving the turbulent transport in the circular plasmas (lim-
iter plasmas) of the ADITYA-U tokamak. The ion diffusivity and electron heat
conductivity values estimated from the experiments are in fair agreement with
the values obtained from the simulations. The turbulent fluxes are found to be
driven by TEM in ADITYA-U. The simulated frequency spectra of electrostatic
fluctuations match well with those measured using Langmuir probes in the
edge region of the plasma. The simulations with and without collisions show
that the collisional effects suppress the turbulence and transport to a certain ex-
tent. The nonlinear simulations show that the zonal flow is not playing a crucial
role in the nonlinear saturation, which is dominated by the inverse cascade of
the higher poloidal and toroidal modes to the lower ones. These simulation
findings could be helpful in setting up future experiments in the ADITYA-U
tokamak. The present work is the first ever simulation study to understand the
turbulence and transport in ADITYA-U. As a first step, electrostatic simulations
have been carried out. The electromagnetic effects could have a significant im-
pact on turbulence and transport [194]. It could be a future work to discuss the
electromagnetic simulations of microturbulence in ADITYA-U.

This chapter is presented as follows: the geometry, equilibrium quantities,
and experimental results for the ADITYA-U tokamak discharge # 33536 are
discussed in section 5.2. In section 5.3, linear and nonlinear simulations of the
microturbulence are discussed. In section 5.4, the conclusions have been made.

5.2 ADITYA-U experiment

ADITYA-U is a medium-sized tokamak with a major radius of 0.75 m and a
minor radius of 0.25 m [70–73]. For the present simulation, a hydrogen (main
ion) plasma discharge # 33536 has been used, in which the plasma is oper-
ated in the limiter configuration. The plasma parameters of the discharge are
plasma current ∼ 150 kA, central chord-averaged density ∼ 2.3×1019 m−3, cen-
tral chord-averaged electron temperature ∼ 250 eV and ion temperature ∼ 80
eV. The radial profile of plasma density has been obtained from a multi-channel
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microwave interferometer [74, 202]. The radial profile of electron temperature
is reconstructed using multi-chord soft X-ray emission intensity measurements
in the core plasma region, and the Langmuir probe (single/triple) is used for
the spectral analysis of edge temperatures [74]. The core ion temperature is
measured using spectroscopic diagnostics [203]. The radial profile of ion tem-
perature is assumed to be the same as the plasma pressure profile. Figure 5.1a
shows the equilibrium mesh on the poloidal plane for discharge # 33536 ob-
tained with IPREQ code [144]. The black lines in the figure represent the curves
of a constant poloidal angle, while the contours represent the poloidal flux nor-
malized with the value at the last closed flux surface, ψX . Figure 5.2 illustrates
the 3D real space contour plot of the magnetic field amplitude normalized to
the value on the axis at flux surface with ψ = 0.88ψX . The on-axis magnetic
field B0 is 1.44 T, the distance at the magnetic axis R0 is 0.7641 m. Figure 5.1b
shows the safety factor profile obtained from the equilibrium simulations car-
ried out using IPREQ code [144] and the normalized minor radius as a function
of normalized poloidal flux. The equilibrium quantities for the ADITYA-U dis-
charge are written in cylindrical coordinates that are transformed to magnetic
Boozer coordinates to be used as input to GTC. The edge region (region near to
the last closed flux surface) of the ADITYA-U tokamak is thoroughly diagnosed
by several sets of Langmuir probes [74]. A broadband fluctuation spectrum
is observed in the frequency range of ∼ 0 to 50 kHz in the measured density
fluctuations sampled at 100 kHz. The rack-Langmuir probes [74] are also used
for measurements of the radial profile of density in the edge regions. The den-
sity fluctuations are measured using both single and triple Langmuir probes
in ADITYA-U. The density in the edge region in the present study is measured
from the ion-saturation current drawn by the probe. Density fluctuations are
generally large in magnitude in comparison to the temperature fluctuations
and hence the temperature fluctuations are ignored in the density fluctuations
estimation [204]. Ion-saturation current measurements represent the density
fluctuations quite well, especially close to the last closed flux surface ψX of the
tokamak [205]. The
variation in the magnitude and frequency of density fluctuations from shot-to-
shot measurements in the set of represented discharges of ADITYA-U remains
within 10%. For the simulations, the mean density and temperature profiles are
used. The particle diffusivity of ∼ 0.2 m2/sec in the edge region is derived from
these measured density profiles [206], which are further cross-checked with
UEDGE code simulations [207]. The energy confinement time is calculated by
τE = W/(P − dW /dt), which is the ratio of stored energy to the input power
(ohmic minus the power transferred to the plasma), that gives τE ∼ 10 msec
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(a)

(b)

Figure 5.1 – Equilibrium mesh on the poloidal plane (a). The contours show the
poloidal flux normalized to the value at the last closed flux surface ψX and the
black lines are the curves of constant poloidal angle and the safety factor (blue
curve) and normalized minor radius (red curve) as a function of the normalized
poloidal flux (b) for ADITYA-U discharge # 33536.

B/B0

Figure 5.2 – The 3D real space contour plot of the magnetic field amplitude nor-
malized to the value on the axis on the flux surface with ψ = 0.88ψX for ADITYA-U
discharge # 33536.
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Minor radius 0.25 m
Major radius 0.75 m
On-axis magnetic field 1.44 T
On-axis electron temperature 250 eV
On-axis ion temperature 80 eV
On-axis electron density 2.3× 1019 m−3

Energy confinement time ∼ 10 msec
Ion acoustic speed 1.55× 105 m/sec
Ion gyro-radius 6.34× 10−4 m
Electron gyro-radius 2.61× 10−5 m
Ion thermal velocity 8.76× 104 m/sec
Electron thermal velocity 6.63× 106 m/sec

Table 5.1 – ADITYA-U tokamak and plasma parameters for a typical experimental
discharge.

(a)
(b)

Figure 5.3 – The profiles (a) and the corresponding normalized gradient (b) being
used for the microturbulence simulations of ADITYA-U discharge # 33536.

[206]. A ballpark estimate of the electron heat conductivity, which is based
on the diffusive transport, is given by the scaling of the energy confinement
time with plasma size: τE ∼ a2/4χe [208], which gives χe ∼ 1.5 m2/sec. The
various ADITYA-U parameters and plasma parameters are shown in Table 5.1
for a typical experimental discharge.

5.3 Microturbulence simulations

This section presents the electrostatic gyrokinetic simulations of the low-frequency
drift wave instabilities driven by the gradient in the plasma density and tem-
perature, performed using GTC. Figure 5.3 shows the plasma profile (6.1) and
the corresponding normalized gradientR0/LX (5.3b) used in simulations, where
LX is the profile gradient scale length given by 1/LX = −∂(lnX)/∂r, r is the lo-
cal minor radius. The gradient in the plasma profile is steep at the last closed
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flux surface (LCFS), which can drive electrostatic instabilities such as ion tem-
perature gradient (ITG) instability, trapped electron mode (TEM) instability.
The simulation domain is from ψinner = 0.1ψX to ψouter = 1.0ψX , where the
poloidal flux ψ values are normalized to the value at the last closed flux surface
ψX . The ion species is the proton, and their dynamics is described by the gy-
rokinetic equations, and the electrons are treated kinetically, according to the
fluid-kinetic hybrid model, as described in Chapter 2. Both the passing and
trapped electrons have been included in the simulations. The proton to elec-
tron mass ratio is mp/me = 1836. GTC uses three meshes: equilibrium mesh, as
shown in Fig. 5.1a, turbulence mesh, and neoclassical mesh. For the simula-
tions, 200 radial grid points, 3000 poloidal grid points, and 32 grid points in
the parallel direction are used for the turbulence mesh. The microturbulences
under investigation are ITG and TEM that satisfy k‖ << k⊥, thus the turbulence
mesh requires fewer grid points in the parallel direction as compared to the
radial and poloidal grid points. The radial, poloidal, and toroidal grid num-
bers used for the neoclassical mesh are 64, 64, and 32, respectively, based on
the convergence studies. First, the time step convergence is done, followed by
the convergence of electron subcycles, and finally, the convergence for parti-
cle number is done. The time step size used is 0.025R0/Cs, where Cs/R0 is
2.0258× 105 sec−1 and Cs =

√
Te/mi is the ion-acoustic wave speed. The plasma

is represented by the marker particles that are loaded uniformly throughout
the simulation domain. From the convergence test, 50 marker particles per cell
are used, and the number of electron subcycles is 2. The system size in this
work is set as a = 175ρi , where ρi is the ion gyro-radius.

The effective charge number Zeff is taken as 1.0 while considering the colli-
sions in the simulations. The on-axis effective collision frequency ν∗ is 0.04 for
electrons and 0.26 for ions. The turbulent transport and the zonal flow physics
are the universal aspects of the drift wave instabilities [45, 88]. To study the
effect of zonal flow on turbulent transport, an additional nonlinear simulation
is run by artificially suppressing the zonal flow during the simulation. Figure
5.4 shows the poloidal cross-sections of the electrostatic potential at different
simulation times for the two nonlinear simulations. Figure 5.4a shows the con-
tour plot of the electrostatic potential in the linear phase of the simulation at
time t = 3.5R0/Cs. The linear eigenmode structure that peaks near the flux
surface with ψ ∼ ψX looks like a typical ballooning mode which is localized
on the outer mid-plane side where the curvature is bad in the region of steep
profile gradient with the eddies elongated along the direction of the profile
gradient. Figure 5.4b shows the enlarged view of the mode structure on the
poloidal plane. The mode propagates in the electron diamagnetic direction, in-
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(a)

(b)

(c) (d)

Figure 5.4 – The electrostatic perturbed potential on the poloidal plane in the lin-
ear phase at time t = 3.5R0/Cs (a), and the enlarged view of the linear eigenmode
structure (b). The electrostatic potential in the nonlinear phase at time t = 9.5R0/Cs
with zonal flow (c), and without zonal flow (d).
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(a)

(b)

Figure 5.5 – (a) The radial variation of the root-mean-squared electrostatic per-
turbed potential normalized to the maximum value at three different times 3R0/Cs
(blue), 9R0/Cs (red) and 15R0/Cs (black), and (b) the time history of the root-mean-
squared perturbed electrostatic potential in the region of turbulence spreading at
three different flux surfaces with 0.80ψX (blue), 0.90ψX (red), and 0.98ψX (black).

dicating that the TEM turbulence is unstable, which is also consistent with the
earlier gyrokinetic simulations of the DIII-D pedestal with steep profile gradi-
ents using GTC [172]. These findings are similar to the earlier investigations
made for the reversed field pinch (REP) [209], tokamak [210–215] and stellara-
tor [216, 217] plasmas in the region of steep plasma profile gradients. Figures
5.4c and 5.4d show the contour plot of the electrostatic potential in the non-
linear phase of the simulation at time t = 9.5R0/Cs with zonal flow (5.4c) and
without zonal flow (5.4d). In the nonlinear phase, the coupling between vari-
ous toroidal modes and the interaction with the self-generated zonal flow leads
to the turbulence spreading from the edge to the core of the tokamak. It il-
lustrates that the global effects play an important role in linking the turbulent
transport from the edge to the core of the tokamak.

The radial-time variation of the root-mean-squared electrostatic potential
has been shown in Fig. 5.5. Figure 5.5a shows the radial variation of root-
mean-squared electrostatic potential at three different times t = 3R0/Cs (blue),
9R0/Cs (red) and 15R0/Cs (black). It is clear that in the nonlinear stage, turbu-
lence structures spread far away from the location of the linear eigenmode. The
turbulence spreading takes place in the radial range ψ ∈ [0.68,1.0]ψX over the
simulation time. Figure 5.5b shows the time history of the root-mean-squared
electrostatic potential in the region of turbulence spreading at three different
flux surfaces with ψ = 0.80ψX (blue), 0.90ψX (red), and 0.98ψX (black). Thus,
in the region of turbulence spreading TEM turbulence is unstable.

The role of zonal flow in regulating the turbulence and transport is shown in
Fig. 5.6. Figure 5.6a shows the time history of root-mean-squared electrostatic
potential without zonal flow (blue), with zonal flow (red) and the radial electric
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(a) (b)

Figure 5.6 – (a) The time history of the root-mean-squared electrostatic perturbed
potential without zonal flow (blue), with zonal flow (red) and the radial electric
field resulting from the turbulence (black) at ψ ∼ ψX . The root-mean-squared elec-
trostatic potential is normalized by Te/e, and the radial electric field is normalized
by
√
Te/e. (b) The time history of the ion diffusivity (blue) and electron heat con-

ductivity (red) in the Bohm units, with (dashed) and without (solid) zonal flow at
ψ ∼ ψX .

field resulting from the turbulence (black) at the flux surface with ψ = 0.98ψX .
The blue and red lines are almost overlapping with each other, which shows
that the zonal flow is not playing an important role in suppressing the turbu-
lence. Furthermore, as shown in Fig. 5.6b, the time histories of the ion diffu-
sivity (blue) and electron heat conductivity (red) show similar saturation levels
with zonal flow (dashed) and without the zonal flow (solid). So, the zonal flow
does not have any effect on the transport as well. The nonlinear saturation is
dominated by the inverse cascade of the higher toroidal and poloidal modes
to the lower one, which is also clear from the comparison of Figs. 5.4c and
5.4d, as there is not much difference in the turbulence structure. These results
are supported by the earlier findings by the local simulations, stating that the
zonal flow has an important contribution to the turbulent transport driven by
TEM instability only when ηe = ∇lnTe/∇lnne . 1 [164] and for the current dis-
charge of ADITYA-U, ηe ∼ 4.0 at ψ ∼ ψX . Yet another global simulation study
using GTC has shown that the zonal flow can play a crucial role in the case with
Te = Ti [166], while in ADITYA-U the electron temperature is about three times
the ion temperature. Similarly, the flux-tube (local) simulations using GENE
have shown that the zonal flow has little effect on the TEM turbulence satura-
tion for the cases with strong electron temperature gradient and Te = 3Ti [165],
which is the case for ADITYA-U.

The dominant eigenmode is n = 73, m = 271 with the growth rate of γ =
2.98Cs/R0 and the real frequency of ω = 2.79Cs/R0. The wave number corre-
sponding to the dominant mode is k⊥ρi ∼ 0.7. The simulations show that the
collisions reduce the linear growth rate of the dominant mode by almost 9%
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Figure 5.7 – The time history of the root-mean-squared electrostatic potential
without collisions (blue) and with collisions (red) at ψ = 0.98ψX .

with collisions without collisions
γ 2.98 3.24
δφRMS 0.0169 0.0229
Di 0.25 0.67
De 0.32 0.64
χi 0.89 1.80
χe 1.20 1.28

Table 5.2 – The effect of collisions on the tubulence growth rate γ in units of Cs/R0,
the root-mean-squared electrostatic potential δφRMS in units of Te/e and the trans-
port coefficients Dα, χα (α = i, e) in units of m2/sec.

and suppress the electrostatic fluctuations by almost 36%.
The comparison of the root-mean-squared electrostatic potential without

and with collisions is made in Fig. 5.7. Furthermore, the collisional effects re-
duce the ion heat conductivity by half, the ion diffusivity by more than half,
the electron heat conductivity by ∼ 7%, and the electron diffusivity by half.
The effect of collisions on various quantities have been shown in Table 5.2. The
root-mean-squared electrostatic potential and transport coefficients are aver-
aged over times t ∈ [10,15]R0/Cs. Usually, the collisions have a stabilization
effect on the TEM turbulence [153], but due to the smaller collision frequency
for the trapped electrons TEM remains unstable even in the presence of colli-
sions. The TEM turbulence and transport suppression (to some extent) caused
by the collisional effects are due to the de-trapping of electrons.

Figure 5.8 shows the 2D spectrum (|δφmn|) of the electrostatic perturbed
potential on the flux surface with ψ = 0.98ψX in the linear phase at time t =
3.5R0/Cs (5.8a) and in the nonlinear phase averaged over times t ∈ [10,15]R0/Cs
(5.8b). Because of the ballooning feature of the microturbulence and the exten-
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(a) (b)

Figure 5.8 – The 2D spectrum of the electrostatic potential on the flux surface
ψ = 0.98ψX in the linear phase at time t = 3.5R0/Cs (a) and in the nonlinear phase
averaged over times t ∈ [10,15]R0/Cs (b).

sion of the potential in the direction parallel to the magnetic field while con-
fining in the perpendicular direction, the spectrum peaks on the mode rational
surface (along the m = nq line) in the spectral domain. On the diagnosed flux
surface ψ = 0.98ψX , the value of safety factor is q = 3.71. The spectrum in the
linear phase is wide with a range n ∈ [40,125], m ∈ [160,460] with the most
dominant mode at n = 73, m = 271. The nonlinear coupling of the turbulent
modes leads to the inverse cascade of the linearly unstable modes from high to
low poloidal and toroidal modes. The spectrum in the nonlinear phase is aver-
aged over the times t ∈ [10,15]R0/Cs that has a range n ∈ [0,50], m ∈ [0,190].
The transport coefficients are calculated in GTC as

χα =
1〈

|∇ψ|2
〉
n0α

∂T0α
∂ψ

〈∫
d3vδfα

(1
2
mαv

2 − 3
2
T0α

)
~vE · ∇ψ

〉
and

Dα =
1〈

|∇ψ|2
〉 ∂n0α
∂ψ

〈∫
d3vδfα~vE · ∇ψ

〉
,

where the angle bracket 〈· · ·〉 represents the flux-surface average and | · · · | rep-
resents the amplitude of the vector. GTC gives the conductivity (Dα) and heat
diffusivity (χα) normalized by the Bohm values; DB = χB = cTe/eB. The time
history of the ion and electron diffusivities and heat conductivity averaged over
ψ ∈ [0.68,1.0]ψX is shown in Fig. 5.9a. The transport coefficients first increase
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(m2/sec) Experiment Simulation
Di 0.2 0.25
χe 1.5 1.20

Table 5.3 – Comparison of the transport from the experiment with the simulations
near LCFS.

exponentially in the linear phase and then saturate in the nonlinear phase due
to mode coupling. Figure 5.9b shows the radial variation of the ion and electron
diffusivities and heat conductivities averaged over time t ∈ [10,15]R0/Cs at each
radial grid point. The turbulence which is localized at ψ ∼ ψX where the gradi-
ent in the profile is maximum, in the nonlinear phase spreads throughout the
simulation domain due to the nonlinear mode coupling. As there is not much
turbulence spreading near the magnetic axis, the central region ψ ∈ [0,0.1]ψX
has been excluded from the simulation domain.

Figure 5.10 shows the comparison of the spectrum of electrostatic fluctua-
tions between experiment and simulation that spans from ∼ 0kHz to 50kHz,
plotted on the outer mid-plane side of the flux surface with ψ = 0.98ψX . The
experimentally recorded spectrum of electrostatic fluctuations shows a broad-
band of frequencies from ∼ 0 to 50 kHz (red) that matches well with the find-
ings of the gyrokinetic simulations (blue) of ADITYA-U tokamak using GTC.
The ion diffusivity near to the LCFS of tokamak predicted from the self-consistent
simulations using GTC (see Fig. 5.9) is in good agreement with the value ∼ 0.2
m2/sec derived from the density profile [206], which is further cross-checked
with UEDGE code simulations [207]. Due to the diagnostic limitations at the
present time, the realistic experimental value of the electron heat conductivity
is not avaliable. The experimental value of the electron heat conductivity is
estimated by assuming a diffusive transport and using an energy confinement
time from power balance as χe ∼ a2/4τE , where a is the minor radius (0.25 m)
and τE is the energy confinement time [208]. Experimentally, τE is obtained
by the usual method of dividing the stored energy by the power input, that
gives τE ∼ 10 msec [206]. This estimate of the electron heat conductivity ob-
tained from the experiment is χe ∼ 1.5 m2/sec, which is within 20% of the
value χe ∼ 1.2 m2/sec obtained from the simulations (see Fig. 5.9). Table 5.3
shows the comparison of the transport between the experiment and simulation
near to the LCFS.

All these findings illustrate that trapped electron mode (TEM) driven micro-
turbulence is one of the dominant channels for driving the turbulent transport
in the ADITYA-U tokamak. These results may be important in setting up future
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(a)

(b)

Figure 5.9 – The time history (a) and radial variation (b) of the transport coeffi-
cients for ions and electrons.

Figure 5.10 – The comparison of the spectra of the electrostatic fluctuations from
simulation (blue) and experiment (red) near the LCFS.

ADITYA-U experiments.

5.4 Conclusions and discussion

To summarize, in this chapter, global gyrokinetic simulations of the electro-
static microturbulence in the ADITYA-U tokamak for discharge # 33536 are
carried out in the presence of collisions using gyrokinetic toroidal code (GTC).
The linear eigenmode structure is dominated by a trapped electron driven in-
stability, propagating in the electron diamagnetic direction with a real fre-
quency of ∼ 2.79Cs/R0, and the growth rate of ∼ 2.98Cs/R0, that lies on the
low wave number side with k⊥ρi ∼ 0.7. The simulations with and without col-
lisions show that the collisional effects suppress the turbulence and transport
to a certain extent. The nonlinear simulations of the microturbulence predict
the ion diffusivity value, which agrees well with the experimentally measured
value of ∼ 0.2 m2/sec. The electron heat conductivity estimated from the ex-
perimentally measured energy confinement time is also within 20% of the sim-
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ulated value ∼ 1.2 m2/sec. Further, the spectrum of electrostatic fluctuations
shows broadband of frequencies from ∼ 0 to 50 kHz which also agrees with
the spectrum obtained from the experiment. The nonlinear simulations show
that the zonal flow is not playing an important role in the turbulence satura-
tion, while the nonlinear saturation is dominated by the inverse cascade of the
high poloidal and toroidal modes to the lower one. Furthermore, the global
effects play an important role in linking the turbulence and transport from the
edge to the core of the tokamak. Thus, the electrostatic microturbulence driven
by the trapped electrons in the presence of collisions acts as one of the domi-
nant channels for driving the anomalous turbulent transport in the ADITYA-U
tokamak. The current work is the first step to understanding the turbulence
and transport in ADITYA-U. From the experimental perspective, the insights
gained from this electrostatic microturbulence study may be useful in setting
up future ADITYA-U experiments. In the future, we plan to study the impu-
rity transport by the electrostatic microturbulence, effects of equilibrium radial
electric fields, and electromagnetic effects in ADITYA-U.
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Chapter 6

Microturbulent transport in
ADITYA-U tokamak with impurities

6.1 Introduction

Microturbulence is witnessed as one of the major causes of the degradation
of plasma confinement [45]. Therefore, reducing microturbulent transport is
the main objective for the viability of nuclear fusion from burning plasmas.
Over the years, several studies, with the injection of light impurities to increase
plasma confinement, have gained considerable attention [78, 86, 176, 177]. For
example, neon seeding experiments in DIII-D have shown an improvement in
plasma confinement due to the suppression of core turbulence and transport
[66].

In this direction, impurity seeding experiments have been performed in
ADITYA-U tokamak, which is a medium-sized, air-core tokamak, that has re-
cently been upgraded from the ADITYA tokamak [70–73] to incorporate a new
set of divertor coils for shaped plasma operations with a new vacuum vessel
along with a new toroidal belt limiter. The experiments performed in ADITYA-
U are relevant to the primary long-term goals of future fusion devices such as
ITER [71–73], including experiments on generation, transport, and control of
runaway electrons [72,73], plasma disruption [72,73], transient transport phe-
nomena such as cold-pulse propagation [73, 74] and plasma detachment [73].
The recent GTC gyrokinetic analysis has shown electrostatic microturbulence
as one of the dominant transport channels in ADITYA-U [135]. Argon puffing
experiments in ADITYA-U have shown reduced turbulence fluctuations and
transport [218]. However, the underlying mechanism for the observed trans-
port is not apparent and demands dedicated gyrokinetic simulations to gain
insight into the matter.

In the present work, global gyrokinetic simulations of microturbulent trans-
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port are carried out in the presence of argon impurities. The effect of the radial
electric field, which is determined from the toroidal rotation [203], is also stud-
ied on the turbulence and transport. Based on current analysis, the dominant
instability is found to share the characteristics of both ITG and TEM driven
turbulences depending upon its propagation direction and response to the self-
generated zonal flow. The radial electric field reduces the turbulence fluctua-
tions due to the increased ~E × ~B shear. The comparison of the transport before
and after argon puffing in the nonlinear phase of the simulations shows a re-
duction in the transport, which is majorly due to the change in the linear drive
of the turbulence due to the change in the plasma profile. However, it demands
further study to understand the underlying process for the change in profile
after argon puffing in ADITYA-U.

This chapter is organized as follows: in Sec. 6.2, the argon puffing experi-
ment is described in ADITYA-U. In Sec. 6.3, the electrostatic microturbulence
simulations are presented using GTC, and in Sec. 6.4 conclusions are made.

6.2 Argon puffing experiment in ADITYA-U

This section briefly describes the argon puffing experiment in ADITYA-U toka-
mak. Experimental discharge # 34528 is analyzed using GTC. The plasma
profile and turbulence fluctuations are measured using various diagnoses, and
then the argon gas is puffed/injected from the edge of the tokamak. Argon
gas diffuses inside the plasma and gets ionized, and following this, the state of
the plasma is again recorded. The typical time difference between these two
sets of measurements is about 20 ms. Experiments show increased plasma con-
finement due to reduced fluctuations after argon puffing. Figure 6.1 shows
the plasma profile before (dashed lines) and after (solid lines) argon puffing.
The plasma temperature and total density increase by about 10% due to im-
proved plasma confinement after argon puffing. Figure 6.2 shows the normal-
ized plasma profile gradient, safety factor profile (6.2a), and the radial electric
field (6.2b) estimated from the toroidal rotation [203]. In the figure, 1/LX = ∂lnX

∂r
is the inverse gradient scale length, where r is the local minor radius.

6.3 Microturbulence simulations

In this section, the gyrokinetic simulations of electrostatic microturbulence are
carried out using GTC in the presence of argon impurities with the plasma pro-
files described in Sec. 6.2. The simulation parameters are fixed by performing
the convergence studies. The time step size is 0.025R0/Cs, the number of par-
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(a) (b)

Figure 6.1 – The radial profile for the plasma temperature (a) and density (b) be-
fore (dashed lines) and after (solid lines) argon puffing for the discharge # 34528.

(a)
(b)

Figure 6.2 – The radial variation of (a) the gradient in plasma profile and safety
factor before (dashed lines) and after (solid lines) argon puffing, and (b) the radial
electric field.

ticles per cell is 50, and the number of electron subcycles is 2. The simulation
grid uses 200 radial grid points, 3000 poloidal grid points, and 32 grid points in
the parallel direction. The simulation domain is set as r ∈ [0.27,1.0]a that trans-
lates to ψ ∈ [0.1,1.0]ψX , where ψ is the poloidal flux and ψX is the value at the
last closed flux surface (LCFS). The effective charge of the plasma is Zeff = 2.5,
which does not change after argon puffing. Before argon puffing, the plasma
is described as the thermal ions and electrons, whereas after argon puffing, the
plasma is composed of thermal ions, argon impurity ions, and electrons.

Firstly, the gyrokinetic simulations have been performed for instance, be-
fore the argon puffing (using the profiles shown with the dashed lines in Fig.
6.1). Figure 6.3 shows the poloidal electrostatic potential in the linear (6.3a)
and nonlinear (6.3b) phases of the nonlinear simulation. The electrostatic po-
tential is normalized with Te/e. The linear eigenmode structure is quite broad
and spreads throughout the simulation domain in the nonlinear phase due to
the nonlinear mode coupling and interaction with the self-generated zonal flow.
Based on the linear eigenmode’s propagation direction, the turbulence is char-
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Figure 6.3 – The electrostatic potential on the poloidal plane in the linear (a) and
nonlinear (b) phase before argon gas puffing.

acterized as TEM. The dominant eigenmode is n = 100, m = 202 at the radial
location r ∼ 0.7a with a frequency of ∼ 6 kHz. However, the nonlinear simula-
tions show a broad frequency spectrum, as seen in the recent study [135]. For
the case after argon puffing, the electrostatic potential on the poloidal plane
(not shown here) shows a similar structure, though the amplitude of the fluc-
tuations is different.

To study the role of zonal flow on turbulence, an additional simulation is
carried out by artificially suppressing the zonal flow. Figure 6.4 shows the ra-
dial variation of the root-mean-squared electrostatic potential with and with-
out zonal flow. The root-mean-squared electrostatic potential is normalized
with Te/e. The radial quantities presented in this chapter are time-averaged.
Zonal flow substantially reduces the turbulence in the whole radial range. Ear-
lier investigations by different studies have shown that the zonal flow plays a
vital role in regulating ITG turbulence. In contrast, its effect is weak on TEM
driven turbulence [152, 160–166]. Based on these observations, it is found that
for the current scenario, the turbulence shares the features of both the ITG and
TEM driven turbulence. In support of our results, the earlier investigations by
different researchers have also shown the co-existence of ITG and TEM driven
turbulences depending upon the local plasma parameters [219–221]. However,
a more detailed systematic stability analysis is required to conclude the nature
of turbulence for the analyzed discharge of ADITYA-U.

For the effect of the radial electric field on microturbulence, simulations are
performed by including the radial electric field as shown in Fig. 6.2b. Figure
6.5 shows the radial profile of the root-mean-squared electrostatic potential
with and without the radial electric field for the case before argon puffing. The
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6.3. Microturbulence simulations

Figure 6.4 – The radial profile of the root-mean-squared electrostatic potential
with and without zonal flow.

Figure 6.5 – The radial profile of the root-mean-squared electrostatic potential
with and without the radial electric field.

turbulent potential is reduced substantially due to the increased ~E × ~B shear
that decorrelates the turbulent eddies. In addition, the convection due to Er
stabilizes TEM by dislocating the trapped electrons and turbulent fluctuations
to the region of favorable curvature.

Figure 6.6 shows the comparison of the radial variation of the root-mean-
squared electrostatic potential before (dashed line) and after (solid line) argon
puffing. The turbulent potential is substantially reduced in the radial range r <
0.6a due to the different plasma profiles and, thus, different instability drives.
The ion heat conductivity and ion diffusivity are compared in Fig. 6.7 before
and after argon puffing. The ion heat conductivity shows a noticeable reduction
inside the core, whereas the diffusivities increase around r ∼ 0.5a.

Finally, the role of argon as the impurities in the gyrokinetic simulations is
investigated by carrying out the gyrokinetic simulations using the plasma pro-
file recorded after argon puffing while eliminating the argon impurities from
the simulations. Figure 6.8 shows the radial variation of the root-mean-squared
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Figure 6.6 – The radial profile of the root-mean-squared electrostatic potential
before and after argon puffing.

(a) (b)

Figure 6.7 – The radial variation of the ion heat conductivity (a) and ion diffusivity
(b) before (dashed line) and after (solid line) argon puffing.

Figure 6.8 – The radial profile of the root-mean-squared electrostatic potential
with the profiles after argon puffing, with and without argon impurities.

electrostatic potential for the case after argon puffing, with and without argon
impurity ions. As shown in Fig. 6.1b, the concentration of argon impurity ions
is relatively small compared to the thermal ions. Therefore, including argon
impurities in the gyrokinetic simulations does not affect the turbulent dynam-
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ics. Furthermore, the observed change in the turbulence and transport after
argon puffing is solely due to the change in plasma profile leading to different
turbulence drives for both cases. However, it would be essential to investigate
the underlying process for the change in plasma profile after argon puffing,
which could be a future study.

6.4 Conclusions and discussion

In this chapter, global gyrokinetic simulations of the electrostatic microturbu-
lent transport in the ADITYA-U tokamak are performed in the presence of ar-
gon impurity and radial electric field determined from the toroidal rotation.
The dominant instability shares the characteristics of ITG turbulence and TEM
depending upon its direction of propagation and response to the zonal flow.
However, we need a more systematic study to identify the dominant trans-
port channel. The radial electric field suppresses turbulence and transport by
changing the ~E × ~B shear. However, due to their low concentration, includ-
ing argon ions in the gyrokinetic simulations does not affect the transport. A
comparison of the simulations before and after argon puffing shows that the
primary mechanism responsible for the reduction in transport is due to the
change in plasma profile after argon puffing, which changes the linear instabil-
ity drive due to the change in the profile gradient. Further simulation studies
would be necessary to decipher the underlying mechanism for the change in
plasma profile after argon puffing.
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Chapter 7

Gyrokinetic toroidal code using
X-point

7.1 Introduction

One of the important challenges in achieving a viable operating regime for
ITER and future fusion reactors is associated with the nonlinear turbulent dy-
namics of the plasma in the scrape-off layer (SOL) [127]. The plasma charac-
teristics in SOL can significantly affect the overall confinement properties of
the device and also regulate the heat load to the tokamak wall. It can also in-
fluence the level of fusion ash, impurity dynamics, sheath physics, and plasma
shaping effects. Furthermore, the SOL dynamics can degrade the current drive
performance of radio frequency (RF) waves through their impact on the density
threshold conditions for the onset of parametric decay instabilities [222]. An
in-depth understanding of the mechanisms determining the width of the SOL
layer remains an outstanding open problem.

A study of the SOL plasma dynamics is challenging due to the multiple
spatial and temporal scales associated with different energy sources (instabil-
ities) in that region. Fluid simulation transport codes such as UEDGE [223]
and SOLPS [224] are generally used to simulate the SOL dynamics. These fluid
codes use a set of fluid transport equations that are based on the Braginskii
equations [225]. However, the results show several discrepancies between ex-
perimental findings and fluid simulations, especially in the characteristics of
the radial electric field, parallel ion flow, impurity radiation, etc. [226–228].
It is believed that kinetic effects could be a significant contributor in the SOL
to processes like ion orbit losses [229], X-point losses [230], nonlocal turbu-
lent transport [231], plasma sheath dynamics [232], parametric decay instabil-
ities [222, 233], etc. To correctly model many of these effects, one requires a
kinetic approach that covers the closed and open field line regions across the
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separatrix and includes the realistic SOL physics and tokamak geometry, such
as DIII-D, as shown in Fig. 7.1.

Due to the difficulty in the accessibility of diagnostics in the SOL region,
such global kinetic simulations can help develop valuable insights for predict-
ing the plasma dynamics in that region for present and future reactors such as
ITER and DEMO (DEMOnstration Power Station). A laudable effort in this di-
rection has been the development of the massively parallel kinetic simulation
code XGC-1 [234], which takes an approach based on first-principles and has
emerged as an efficient method for describing the complex physics of turbulent
transport. Another widely used and successful tool, the gyrokinetic toroidal
code (GTC), has continuously developed for the past two decades and has been
applied to studying plasma transport in the core region [93].

GTC is a well-benchmarked, first-principles code that has been extensively
applied to the investigation of neoclassical transport [235], microturbulence
[120], mesoscale Alfvén eigenmodes excited by energetic particles [236], macro-
scopic MHD modes [237] (kink and tearing modes), and radio frequency (RF)
waves [238] in the core region. However, the assumptions used in studying
turbulence in the core region may not be valid in the SOL region. GTC uses
conventional magnetic flux coordinates, in which the equations of motion en-
counter a mathematical singularity of the metric on the magnetic separatrix
surface. It is due to the vanishing of the poloidal magnetic field near the X-
point and singular behaviors of the safety factor and Jacobian of Boozer coordi-
nates near the separatrix. Recently, the GTC was extended to separately study
instabilities in the SOL and core regions of a field reversed configuration (FRC)
using Boozer coordinates. However, the code still did not have the capability
to couple these two regions [239]. The difficulty lay in the discontinuity of the
poloidal angle across the separatrix in the Boozer coordinates. This limitation
restricted the codes usage to electrostatic simulations in either the core or the
SOL region, with no cross-separatrix coupling.

In this chapter, a significant enhancement of the GTC, called the gyrokinetic
toroidal code using the X-point (GTC-X), is presented through the development
of a new global nonlinear particle simulation model that couples the tokamak
core and SOL regions. The formulation and testing of the modules developed
in GTC-X to simulate the low frequency drift wave instabilities are discussed.
These capabilities are tested by benchmarking the zonal flow in the core of a
tokamak.
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Figure 7.1 – Representation of the magnetic flux surfaces on the poloidal plane of
DIII-D tokamak discharge # 158103. The colormap shows the poloidal flux ψ in
web/rad. The separatrix surface is shown in black, and the limiter is shown with
the red boundary.
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(a) (b)

(c) (d)

Figure 7.2 – Circular Tokamak Equilibrium being used for code benchmarking and
testing. The poloidal magnetic flux (a) is normalized with the value at the wall or
limiter ψw represented by the magenta curve, and the magnetic field components
(b, c, d) are presented in Tesla.

ψ/ψw

Figure 7.3 – The safety factor profile for the circular tokamak equilibrium being
used for code benchmarking and testing. The poloidal flux is normalized with the
value at the wall.
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7.2 Equilibrium used for code benchmarking and
verification

Before dealing with the more general magnetic geometry, a circular tokamak
equilibrium generated using EFIT [143] is adopted to benchmark the code and
test various modules developed in the following sections. The various param-
eters of the tokamak are comparable to that of the realistic tokamak, such as
ADITYA-U [73] described in Chapters 5 and 6. Figure 7.2 shows the poloidal
magnetic flux ψ(R,Z) for the circular tokamak in the upper left panel. The
magenta curve represents the limiter that coincides with the last closed flux
surface (LCFS). For axisymmetric devices such as tokamaks, the magnetic field
is represented as

~B = ∇ψ(R,Z)×∇ζ +
F(ψ)
R

ζ̂, (7.1)

where F(ψ) is the poloidal current function. The individual magnetic field com-
ponents are calculated as follows:

BR = −1
R

∂ψ

∂Z
, BZ =

1
R

∂ψ

∂R
, Bζ =

F(ψ)
R

. (7.2)

The magnetic field components are shown in Fig. 7.2 on the poloidal plane
in the cylindrical coordinates. Figure 7.3 shows the safety factor profile as a
function of the poloidal flux ψ normalized with the value at the wall or limiter
ψw for the tokamak equilibrium shown in Fig. 7.2. Given the equilibrium
magnetic configuration, the spline interpolation maps the coarse equilibrium
mesh to the fine computational mesh to achieve desirable numerical accuracy
and computational efficiency.

7.3 Particle dynamics

To simulate the turbulence arising from the low frequency drift waves such as
ITG/TEM, equations of motion of the guiding center of the particle are solved
in cylindrical coordinates. The gyrokinetic Vlasov equation representing the
phase space distribution of the particles in 5D is given by(

∂
∂t

+ ~̇X · ∇+ v̇‖
∂
∂v‖

)
fα(~X,µ,v‖, t) = 0, (7.3)

where ~X, v‖ are the position and parallel velocity of the guiding center position
of the particle, respectively, fα is the guiding center distribution function, and
α labels the plasma species.
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~̇X =
~B∗

B∗‖
v‖ + ~vE + ~vc + ~vg , (7.4)

~vE =
cb̂ ×∇φ
B∗‖

, (7.5)

~vc =
B
B∗‖

v2
‖

Ωα
∇× b̂, (7.6)

~vg =
µα

mαΩα

~B×∇B
B∗‖

, (7.7)

where ~B∗ = B∗‖
(
b̂+ v‖

Ωcα
∇× b̂

)
is the magnetic field at the guiding center position

of the particle, b̂ is the unit vector along the magnetic field, B∗‖ = b̂ · ~B∗, µα =
mαv

2
⊥/2B is the magnetic moment of the particle, Ωcα is the cyclotron frequency

of the plasma particle α, Zα, mα, and µα are the charge, mass, and magnetic
moment of the species α, φ is the electrostatic potential, B∗‖ is the magnetic
field amplitude at the guiding center parallel to the magnetic field, ~vE , ~vc, and
~vg are the ~E×~B drift, curvature drift, and drift due to gradient in magnetic field,
respectively.
The individual components of the guiding center are given by

Ṙ = v‖bR −
v2
‖

Ωcα

∂bζ
∂Z

+
µα

mαΩcα
bζ
∂B
∂Z

+
c
B

(
bζ
∂φ

∂Z
− bZ
R

∂φ

∂ζ

)
, (7.8)

Ż = v‖bZ +
v2
‖

RΩcα

∂
∂R

(Rbζ)−
µα

mαΩcα
bζ
∂B
∂R

+
c
B

(
bR
R

∂φ

∂ζ
− bζ

∂φ

∂R

)
, (7.9)

ζ̇ =
1
R

v‖bζ +
v2
‖

Ωcα

(
∂bR
∂Z
− ∂bZ
∂R

)
+

µα
mαΩcα

(
bZ
∂B
∂R
− bR

∂B
∂Z

)
+
c
B

(
bZ
∂φ

∂R
− bR

∂φ

∂Z

)]
.

(7.10)

The equation for the parallel velocity is given by

v̇‖ = − 1
mα

~B∗

B∗‖
· (Zα∇φ+µα∇B) , (7.11)

v̇‖ = −Zα
mα

b̂.∇φ−
µα
mα

b̂ · ∇B−
v‖

mαΩcα

[
(∇× b̂).(Zα∇φ+µα∇B)

]
,
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7.3. Particle dynamics

Figure 7.4 – GTC-X computations of fully kinetic (blue and green) and guiding
center (magenta and yellow) orbits of the trapped particles in the core and cross-
separatrix on the poloidal plane for DIII-D discharge # 158103 at 3050 ms. Field-
aligned mesh is represented by grids drawn on the flux surfaces.
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where the individual terms are simplified as follows:

− Zα
mα

b̂ · ∇φ = −Zα
mα

(
bR
∂φ

∂R
+ bZ

∂φ

∂Z
+
bζ
R

∂φ

∂ζ

)
,

−
µα
mα

b̂ · ∇B = −
µα
mα

(
bR
∂B
∂R

+ bZ
∂B
∂Z

+
bζ
R
∂B
∂ζ

)
,

−
v‖

mαΩcα

[
(∇× b̂) · (Zα∇φ+µα∇B)

]
= −

v‖
mαΩcα

[
−
∂bζ
∂Z

(
Zα
∂φ

∂R
+µα

∂B
∂R

)
+

1
R
∂
∂R

(Rbζ)
(
Zα
∂φ

∂Z
+µα

∂B
∂Z

)
+

1
R

(
∂bR
∂Z
− ∂bZ
∂R

)(
Zα
∂φ

∂ζ
+µα

∂B
∂ζ

)]
.

GTC-X also incorporates the fully kinetic particle integrator to study the
high frequency phenomenon, such as the physics of radio frequency waves.
These equations of motion are solved using the Boris push method [92]. For
the verification of the particle orbits in the core and especially in the cross-
separatrix region, DIII-D discharge # 158103 at 3050 ms is used. Figure 7.4
shows the fully kinetic and trapped particle orbits calculated using GTC-X for
DIII-D discharge # 158103. Fully kinetic orbits are presented in blue and green,
and guiding center orbits are drawn in magenta and yellow. The fully kinetic
and guiding center integrators correctly capture the trapped particle orbits and
agree well with each other. The details can be found in Ref. [240]. For the cal-
culations of fluctuating quantities such as density and field, GTC-X uses field-
aligned mesh that is represented by grids drawn on the flux surfaces shown in
Fig. 7.4.

7.4 Field solver

As the plasma particles are drifted maximally along the field lines, the parallel
and perpendicular dynamics can be separated out, and hence the 3D Poisson
equation can be approximated as a 2D partial differential equation that can
be solved over the poloidal plane. To solve the 2D Poisson equation for the
electrostatic simulations, a new finite element based field solver is developed
and incorporated in GTC-X. The finite element solver has the advantage over
the finite difference solver as the latter one loses its capability on the magnetic
axis and X-point. For finite element solver, finite element mesh is required,
which is generated using Triangle code [241], which uses constrained Delaunay
triangulation (CDT) to triangulate the grid points. This code precisely takes
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(a) (b)

Figure 7.5 – Circular tokamak equilibrium representing first 15 flux surfaces with
inner radius a0 = 0.2 and outer radius a1 = 1.0, a and R0 are the minor and major
radii, respectively. Field-aligned grids consisting of 694 grid points (a) and the
triangular mesh constructed from the grids using Triangle code consisting of 1295
elements (b).

care of the constraints of the simulation procedure. Figure 7.5 shows the field-
aligned grids (a) and triangular mesh (b) generated from Triangle code.

The formulation of the field solver based on the finite element method is
adopted from Ref. [242]. Firstly, the given domain is discretized into a collec-
tion of preselected elements, and then the Poisson equation is written into its
weak form. The local matrix is constructed for each of the elements, and then
the global matrix is constructed for the whole problem. The boundary con-
ditions are imposed over the boundaries of the simulation domain. Then the
resulting matrix equation is solved using state-of-the-art toolkits PETSc [149]
or HYPRE [150].

Figure 7.6 shows the structure of the global matrix constructed using the
above procedure. For the verification of the finite element solver, a test function
of the form shown in Fig. 7.7 is applied to the solver, and the resulting solution
is compared with the analytical solution. This comparison is shown in Fig. 7.8.
Figure 7.9 shows the comparison between analytical and numerical solutions
on the outer midplane side. The numerical solution from GTC-X agrees well
with the analytical solution.

7.5 Low noise δf method

To reduce the particle noise from the Monte Carlo sampling of marker parti-
cles, a low noise δf simulation method [97] is implemented in GTC-X, where
the total particle distribution is decomposed into an equilibrium part, and a
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Figure 7.6 – The shape of the sparse matrix (694 x 694) for the field-aligned grids
constructed on the circular equilibrium resulting from the 2D Poisson solver based
on the finite element method. The Dirichlet boundary condition is included on the
inner and outer flux surfaces.

fluctuating part and only the later part is represented using the marker parti-
cle distribution resulting into the reduction in simulation noise. An additional
dynamical variable, particle weight, is introduced and evolved along with the
equations of motion. The following equations are solved in GTC-X for the δf
simulations of low frequency drift wave turbulence:

dwα

dt
= (1−wα)

(
wdrive + wpara + wdrift

)
, (7.12)

where the individual terms are described as follows:

wdrive = −~vE ·
∇fα0

fα0
, (7.13)

wpara = − Zα
Tα0

v‖b̂ · ∇φ, (7.14)

wdrfit = − Zα
Tα0

(
~vc + ~vg

)
· ∇φ, (7.15)

where fα0 is the particle distribution, and Tα0 is the temperature profile of the
plasma species. fα0 is the Maxwellian, solution to the Vlasov equation to the
lowest order, given by

fα0 = nα0

√
mα

2πTα0
exp

−mαv2
‖ + 2µαB

2Tα0

 .
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Figure 7.7 – 2D contour plot of the source term δn(R,Z) on the poloidal plane
adapted for the verification of 2D Poisson solver based on the finite element
method.

Each of the weight terms can be expressed as:

wpara = − Zα
Tα0

v‖
B

[
BR
∂φ

∂R
+BZ

∂φ

∂Z
+
Bζ
R

∂φ

∂ζ

]
, (7.16)

wdrift =− Zα
mαTα0Ωcα

(µαbζ ∂B∂Z −mαv2
‖
∂bζ
∂Z

)
∂φ

∂R
+

mαv2
‖

R

∂(Rbζ)
∂R

−µαbζ
∂B
∂R


∂φ

∂Z
+

1
R

(
mαv

2
‖

(
∂bR
∂Z
− ∂bZ
∂R

)
+µα

(
bZ
∂B
∂R
− bR

∂B
∂Z

))
∂φ

∂ζ

]
,

(7.17)

and,

wdrive =
[
∂φ

∂ζ

(
b2
R + b2

Z

)
−Rbζ

(
∂φ

∂Z
bZ +

∂φ

∂R
bR

)]
(

1
nα0

∂nα0

∂ψ
+
(
ε
Tα0
− 3

2

)
1
Tα0

∂Tα0

∂ψ

)
,

(7.18)

where

ε =
1
2
mαv

2
‖ +µαB

is the energy of the particle.
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(a) (b)

Figure 7.8 – Verification of the 2D Poisson solver based on finite element method
by comparing the analytical (a) and the numerical (b) solutions on the poloidal
plane.

Figure 7.9 – Verification of the 2D Poisson solver based on the finite element
method by comparing the analytical and the numerical solutions on the outer mid-
plane.

7.6 Particle-grid interpolation

To interpolate the fluctuating quantities from the particle position to the com-
putational grids and vice versa, a new particle-grid interpolation is incorpo-
rated into GTC-X. In contrast to GTC, which uses Boozer coordinates (straight
field line coordinates) and the poloidal grids are rotated in going from one
poloidal plane to the other for the calculation of the fluctuation quantities along
the field line; in GTC-X, instead of rotating the grid points, the interpolation
itself is done along the magnetic field lines as shown in Fig. 7.10 (Note: θ is not
the flux coordinate angle used in traditional GTC, instead, is the geometrical
angle calculated as tanθ = Z/(R−R0)). As in cylindrical coordinates, the mag-
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Figure 7.10 – Illustration of particle-grid interpolation in 3D.

netic field lines are not straight and can have the form shown in Fig. 7.11; the
linear interpolation scheme may not be enough. So, for the interpolation along
the field line, the field line passing through the particle position (at ζp plane) is
first drawn using the following equations:

dR
dζ

= R
BR
Bζ
,

dZ
dζ

= R
BZ
Bζ
,

and then its intersection is found with the lower (ζ−) and upper (ζ+) poloidal
planes. The corresponding weights are calculated on each of the poloidal planes.
Once the particle is located on the lower and upper poloidal planes, the particle
is then located on the flux surfaces, and the particle weights are calculated onto
the two flux surfaces. Then the particle is located along the poloidal direction,
and the corresponding particle weights are calculated on the poloidal grids.

Figure 7.12 shows the projection of particle-grid interpolation (Fig. 7.10) on
the 2D poloidal plane. The field-aligned interpolation reflects in the change in
poloidal angle θ in going from the particle position (middle point on the yel-
low curve) to the interpolated particle position on the lower and upper poloidal
plane, respectively (lower and upper points on the yellow curve). Furthermore,
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Figure 7.11 – Illustration of particle-grid interpolation on the flux surface.

Figure 7.12 – Projection of particle-grid interpolation on the poloidal plane.

since the particle-grid interpolation is a performance bottleneck in PIC simu-
lations, hybrid parallelization (MPI/OpenMP) is exploited in GTC-X by using
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Figure 7.13 – Schematic of four-point gyro-averaging on the poloidal plane.

the toroidal and particle domain decompositions to speedup the computations,
similar to GTC.

7.7 Gyro-averaging

The fast cyclotron motion is averaged out while simulating the low frequency
drift wave instabilities using the gyrokinetic model, considering only the guid-
ing center dynamics. This transformation from particle position to the guiding
center position of the particle involves a Fourier transform kind of relationship
between the fluctuating quantities. It needs to be taken care of numerically
by considering the average over the charge ring called gyro-orbit or gyro-ring.
This procedure is called gyro-averaging. A finite number of points are used
to represent this charge ring. As the ratio of the poloidal magnetic field to
the toroidal magnetic field is very small, the angle between the gyro-plane and
the poloidal plane is very small, so the gyro-averaging is performed over the
poloidal plane itself. Figure 7.13 shows the schematic of gyro-averaging us-
ing a four-point approximation of gyro-orbit. Two points (blue and magenta)
are constructed along the field line, and the remaining two (red and green) are
constructed perpendicular to the field line. GTC-X computations of four-point
gyro-averaging and particle weights onto the poloidal plane are shown in Fig.
7.14. A particle (represented by a solid black circle) is loaded randomly in the
3D torus, and the points on the gyro-ring and their weights on the poloidal and
toroidal grids are calculated as shown in the figure.
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Upper poloidal plane with ζ = 6.283

Figure 7.14 – Four-point gyro-averaging and calculation of weights on the nearest
grid points on the poloidal plane. Here, wij represents the particle weights where
i = p, t, z represents the indices corresponding to the ψ, θ, and ζ directions; and j
= 0 or 1 represents the lower and upper poloidal plane, respectively.

7.8 Code benchmark

In this section, the above capabilities are tested by verifying the zonal flow in
the core region of tokamak. Zonal potential and field are computed by solving
the following equation in GTC-X using traditional integration:

∂
〈
φ
〉

∂ψ
=

Ti
niZ

2
i e

2

∂
〈
ρc

〉
∂ψ

− 1
gψψJ0(ψ)

∫
dψ

Ti
niZ

2
i e

2

〈
1

ρ2
i

〉〈
ρc

〉
J0(ψ), (7.19)

where
〈
ρc

〉
= e (Zi 〈n̄i〉 − 〈ne〉) is the flux surface averaged total charge density,

n̄i is the ion guiding center density, J0(ψ) is the Jacobian calculated at each
flux surface, and gψψ is the contravariant geometric tensor [131]. Zonal flow
is excited by an external source, such as an antenna, that leads to sinusoidal
potential perturbations in the plasma. The equations of motion of the plasma
particles and electrostatic fields are calculated self-consistently using the PIC
algorithm. To bring the out-of-boundary particles back to the simulation do-
main, energy conserving particle boundary condition is implemented in the
pusher that involves: ψi → 2ψ0,1−ψi , θi → 2π−θi , ζi → ζi−1, vi‖→−v

i−1
‖ ; where

ψ0 and ψ1 correspond to the innermost and outermost flux surfaces describing
the simulation boundaries. When the external source is switched off, the elec-
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Figure 7.15 – Time history of the zonal potential on a given flux surface computed
using GTC-X.

trostatic potential at any given flux surface is recorded. Figure 7.15 shows the
time history of the zonal potential at any given flux surface.

7.9 Conclusions and discussion

In this chapter, a significant enhancement of GTC called the gyrokinetic toroidal
code using the X-point (GTC-X) is presented by developing a new global non-
linear particle simulation model that couples the tokamak core and scrape-off
layer (SOL) regions. A guiding center pusher has been implemented to simu-
late the low frequency drift wave instabilities such as ITG. In contrast to the
finite difference scheme, which loses its capabilities at the magnetic axis and
X-point, a finite-element-based field solver is incorporated in GTC-X for the
whole-volume gyrokinetic simulations of fusion plasmas. A new particle-grid
interpolation is implemented that uses interpolation along the magnetic field
lines to calculate the fluctuating quantities on the simulation grid points. The
formulation and modules implemented in GTC-X to study the low frequency
drift wave instabilities are briefly described. In its present form, GTC-X is
benchmarked by performing the self-consistent simulations of zonal flow us-
ing the low noise δf method in the core of a tokamak. In the future, GTC-X
will be verified by benchmarking the ITG turbulence in the core of a tokamak.
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8.1 Conclusions

The performance of fusion reactors is limited by the microturbulence that acts
as one of the dominant channels for losing the heat and particle fluxes from
the device’s core. In the attempt to gain an understanding of the transport
due to the electrostatic microturbulence in the core of the fusion devices, self-
consistent global gyrokinetic simulation studies of the electrostatic microtur-
bulence, mainly the ion temperature gradient (ITG) and trapped electron mode
(TEM) driven turbulence, are performed in the core of LHD (Large Helical De-
vice) stellarator and ADITYA-U tokamak using the state-of-the-art gyrokinetic
toroidal code (GTC).

Firstly, in the LHD stellarator, the micro-instabilities are excited by using
the numerically-generated monotonic smooth plasma profiles, and the role of
zonal flow is studied in regulating the microturbulent transport. The linear
eigenmode structure for ITG and TEM driven turbulence share similar charac-
teristics. ITG turbulence simulations show that the kinetic electrons increase
the growth rate and transport compared to the simulations with adiabatic elec-
trons. Zonal flow plays a vital role in regulating the ITG turbulent transport.
In contrast, its effect is weak on the transport driven by the TEM, which is
rather dominated by the inverse cascade of higher toroidal and poloidal mode
numbers to the lower ones. In this direction, a validation study is carried out
by analyzing a realistic experimental discharge of LHD with boron impuri-
ties. Simulations show the co-existence of ITG and TEM turbulence, with their
linear eigenmode frequencies matching well with the experimental findings.
Nonlinear simulations show the broad poloidal wave number spectrum consis-
tent with the experiments. The effective heat conductivities before and during
boron injection are in the same ballpark estimates obtained from the experi-
ments. However, the discrepancies in the simulated transport compared with
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the experiments have been attributed to the experimental uncertainties in mea-
surements and simplifications made in the gyrokinetic simulation model.

Secondly, in ADITYA-U tokamak, microturbulence simulations have been
carried out using realistic geometry and experimental plasma profile with GTC.
The dominant instability is TEM, depending upon the linear eigenmode struc-
ture and its propagation in the electron diamagnetic direction. Collisional ef-
fects reduce turbulence and transport to some extent. However, the zonal flow
is not playing a vital role in the nonlinear saturation of the turbulence. The
transport coefficients are found to be in the same ballpark estimates obtained
from the experiments. In addition, the spectrum of electrostatic fluctuations
shows a broadband similar to the one found in experiments. Following this,
the effect of argon impurities and radial electric field determined from the
toroidal rotation have been studied by carrying out the GTC self-consistent of
electrostatic microturbulence. The radial electric field and its shear decrease
the transport due to the increase in ~E × ~B shear. The comparison of the simula-
tions before and after argon puffing shows that the reduction in the transport
is due to the change in plasma profile after argon puffing that leads to a change
in linear turbulence drive due to the change in profile gradient. However, a
detailed study is essential to understand the underlying process that leads to
the profile change after argon puffing.

Finally, a novel framework has been described in the cylindrical coordi-
nates, representing the considerable enhancement of the capabilities of GTC
by developing the gyrokinetic toroidal code using X-point (GTC-X). This frame-
work has the potential for the whole-volume gyrokinetic simulations of fusion
plasmas by coupling the plasma core to the scrape-off layer (SOL) without
encountering the singularities in the safety factor and Jacobian at X-point in
Boozer coordinates based formulations such as GTC.

To summarize, this thesis has talked about the global gyrokinetic simula-
tions of electrostatic microturbulence in LHD stellarator and ADITYA-U toka-
mak using GTC. The presented studies based on GTC simulations have not
only shed light on the understanding and controlling microturbulent transport
but have also affirmed that the gyrokinetics represents an accurate description
of the microturbulence in the fusion plasmas based on the validation studies
presented in this thesis.

8.2 Future work

In this section, relevant to the progress towards the understanding and control
of the turbulent transport in fusion plasmas, possible research directions are
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discussed as follows:

8.2.1 Electromagnetic simulations of turbulent transport in the
LHD stellarator

In the analysis of the boron powder injection experiment presented in Chapter
4 using GTC simulations in the electrostatic limit, the discrepancy between the
simulations and experimental results has been attributed by pointing out the
measurement uncertainties in the experiment and some of the critical physics
that have not been included in the gyrokinetic simulations, which are present
in the experiments. Most importantly, the magnetic field fluctuations must be
incorporated into the simulations to represent a realistic scenario. In principle,
the electromagnetic effects can significantly affect turbulence and transport due
to the finite β effects. It has been shown by several studies that in the finite β
limit, the ITG turbulence growth rate [159] and nonlinear transport [196] are
significantly reduced. In the future, GTC simulations could be extended to the
electromagnetic simulations of microturbulence in stellarators.

8.2.2 Electromagnetic simulations of turbulent transport in the
ADITYA-U tokamak

In Chapters 5 and 6, to begin with, the electrostatic simulations of microtur-
bulent transport have been presented in ADITYA-U using GTC. However, the
electromagnetic effects could play an essential role in the microturbulent trans-
port. In particular, the electromagnetic effects show a considerable reduction
in growth rate and nonlinear transport of ITG turbulence, depending upon the
values of β [159,194,196]. Even for sufficiently higher values of β, the ITG tur-
bulence shows a transition to kinetic ballooning mode (KBM) [195]. It could be
a future study to explore such possibilities.

8.2.3 Further analysis of argon puffing experiment in ADITYA-
U tokamak

The discussion in Chapter 6 was closed with the conclusion that the detailed
study is essential for identifying the process underlying the change of plasma
profile after argon puffing and, hence, the reduction in turbulent transport.
For this, a set of gyrokinetic simulations needs to be carried out by choosing
the outwardly peaked argon density profiles and assigning a charge state to the
argon ions depending on the width of the impurity density profile. Such sce-
narios represent the instances earlier than when the complete plasma profile
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modification occurs. It could also be possible to evolve the density profile for
the main plasma species for a given outwardly peaked impurity density profile
to reproduce the experimentally recorded plasma profile after argon puffing.
It would confirm that the argon puffing leads to the change in plasma profile
primarily due to the collective dynamics of impurity ions and microturbulence.
Also, it would be interesting to look at the role of different impurities, for ex-
ample, neon, carbon, etc., on microturbulent transport.

8.2.4 Microturbulence simulations using GTC-X

GTC-X is aimed at whole-volume fusion plasma simulations by coupling the
plasma core with the SOL. So far, GTC-X has been benchmarked by verify-
ing the zonal flow in the core of a tokamak [240], as discussed in Chapter 7.
However, in field reversed configuration (FRC) that lacks the toroidal magnetic
field, GTC-X has been utilized to simulate the global ITG turbulence [243] and
demonstrated the cross-separatrix coupling of turbulent transport [244]. In a
similar direction, GTC-X will simulate the ITG turbulence in the tokamak core
and SOL. It will be further extended to simulate the microturbulence due to
electrons such as TEM using a fluid-kinetic hybrid model [119]. GTC-X, in its
current form, is an electrostatic code. It would be essential to carry out whole-
volume electromagnetic simulations of microturbulence.

8.2.5 Alfvén eigenmodes and energetic particle transport in
stellarators

Several experiments with auxiliary heating in fusion plasmas have shown the
presence of Alfvén eigenmodes (AEs) [245], which are driven unstable due to
wave-particle resonance of shear Alfvén waves and energetic particles (EPs)
during the slowing-down process and enhance the radial transport of α-particles
produced during fusion. Due to this, the EPs are lost before delivering their
entire energy to the core plasma. Apart from this, the loss of α-particles also
leads to localized heating of plasma-facing components, thus degrading the de-
vice’s performance. Therefore, the good confinement of α-particles is desirable
in both tokamaks and stellarators for efficient heating of the fusion fuel and
better performance. These EP-driven instabilities are extensively studied in
neutral beam injection (NBI) experiments of LHD [246]. However, the underly-
ing physical mechanisms behind the transport due to AEs are yet to be under-
stood adequately. For this purpose, global gyrokinetic simulation studies are
required to shed light on the matter. For example, one of the fascinating future
directions to explore will be the interaction of microturbulence and AEs [67].
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[34] R. Alba, R. Iglesias, and M. Á. Cerdeira, “Materials to be used in future magnetic
confinement fusion reactors: A review,” Materials, vol. 15, no. 19, 2022. 8

[35] P. Helander, M. Drevlak, M. Zarnstorff, and S. C. Cowley, “Stellarators with per-
manent magnets,” Physical Review Letters, vol. 124, p. 095001, Mar 2020. 8

[36] H. Zohm, Magnetohydrodynamic Stability of Tokamaks. Wiley-VCH, 2015. 8

[37] Y. Todo, “Introduction to the interaction between energetic particles and Alfvén
eigenmodes in toroidal plasmas,” Reviews of Modern Plasma Physics, vol. 3,
2019. 8

c

https://www.qst.go.jp/site/jt60-english/5583.html
https://euro-fusion.org/programme/demo/?hilite=DEMO
https://euro-fusion.org/programme/demo/?hilite=DEMO


BIBLIOGRAPHY

[38] F. C. Schuller, “Disruptions in tokamaks,” Plasma Physics and Controlled
Fusion, vol. 37, p. A135, Nov 1995. 8

[39] L. E. Zakharov, S. A. Galkin, S. N. Gerasimov, and J.-E. contributors, “Under-
standing disruptions in tokamaks,” Physics of Plasmas, vol. 19, 05 2012. 055703.
8

[40] P. L. Taylor, A. G. Kellman, T. E. Evans, D. S. Gray, D. A. Humphreys, A. W. Hyatt,
T. C. Jernigan, R. L. Lee, J. A. Leuer, S. C. Luckhardt, P. B. Parks, M. J. Schaffer,
D. G. Whyte, and J. Zhang, “Disruption mitigation studies in DIII-D,” Physics
of Plasmas, vol. 6, pp. 1872–1879, 05 1999. 9

[41] J. Vega, A. Murari, S. Dormido-Canto, and et al., “Disruption prediction with
artificial intelligence techniques in tokamak plasmas,” Nature Physics, vol. 18,
no. 5, pp. 741 – 750, 2022. 9

[42] F. Wagner, G. Becker, K. Behringer, D. Campbell, A. Eberhagen, W. Engelhardt,
G. Fussmann, O. Gehre, J. Gernhardt, G. v. Gierke, G. Haas, M. Huang, F. Karger,
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