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Abstract

The phase diagrams of the heavy fermion, transition-metal (copper-, nickel-) ox-
ides materials have a wide variety of different phases. It is believed that, the
strong correlation among electrons governs most of the phases in these materials,
and hence, they are called strongly correlated systems. The purpose of the thesis
is to understand the microscopic origin of the superconductivity in the strongly
correlated systems and subsequently compare/predict the experimental outcomes
of the theory. It is well known that heavy fermion, transition-metal oxide sys-
tems are unconventional superconductors. However, contrary to the old results,
new experiments performed on the heavy fermion systems point towards a fully
gapped conventional superconductivity. Similarly, in the cuprate superconduc-
tors, the d-wave symmetry of the superconducting order parameter is well known
in the copper-oxide layer. However, counter-evidence of nodeless superconductiv-
ity is observed in the underdoped region of cuprates. Recently superconductivity
is observed in infinite-layer nickelates NdNiO2 and PrNiO2, a maximum Tc ∼ 15
K. Based on the above-mentioned experimental motivations, we formulate a new
mechanism of superconductivity in the heavy fermion system where attractive
potential between impurity and conduction electrons are mediated by emergent
boson fields in the slave-boson theory. We developed a self-consistent theory for
the superconducting gap and found good agreement with experimental results. We
found a s-wave like, fully gapped superconducting channel. For the cuprates and
nickelates, we use spin-fluctuation mediated pairing potential, with multi-band
random phase approximation to predict pairing symmetries of the gap function.
In YBCO cuprate, we found that, if we dope the CuO chain state while keeping
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the CuO4 plane state’s doping fixed, the pairing symmetry change from the nodal
d-wave to a nodal f -wave symmetry. We explore superconductivity in RNiO2 (R
= Nd, La, Pr), based on two orbitals, Ni dx2−y2 , and R axial orbital. The axial
orbital consists of Nd/La d, and Ni dz2 orbitals. We found that the superconduc-
tivity is orbital-selective in RNiO2. In this thesis, we use analytical and numerical
methods to analyse the superconducting properties relevant from theoretical and
experimental perspectives.
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Chapter 1

Introduction

1.1 Correlated materials

Correlated materials are defined by those where the electron-electron interactions
dominate the kinetic energy terms and govern novel emergent properties at low
temperature and extreme conditions. Typically, materials with outer shell elec-
trons residing in the s, p-orbitals are prone to weak coupling. In contrast, d-
electrons materials such as transition-metal compounds possess intermediate cou-
pling (where Coulomb repulsion is of the order of electronic bandwidth) [1]. Mate-
rials with f-electrons on the outer shells, called heavy fermions, generally reside in
the strong coupling region [2, 3]. In the week and strong coupling regions, one can
approach the problem perturbatively, starting from the kinetic energy term and
the interaction term, respectively. However, in the intermediate coupling regions,
there is no obvious perturbation term. A trademark of the intermediate coupling
region is that the electronic spectrum splits into itinerant quasiparticles near the
Fermi level and localized electrons at higher energy. The interaction between the
itinerant and local electrons is also a canonical behaviour of the heavy fermion
compounds, where the itinerant and local electrons stem from conduction (s, p, d)
and f -orbitals, respectively. The spectral weight transfer or valence fluctuation
between the itinerant and local electrons, obtained by doping, pressure, strain,
etc., govern a number of emergent properties such as non-Fermi liquid behaviour,
unconventional superconductivity, magnetism, Kondo physics, etc [see Fig. 1.1]
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1.2. Heavy fermion superconductors 3

[2, 3, 4, 5]. The present thesis is mainly focused on understanding unconventional
superconductivity in the intermediate coupling region of various transition-metal
oxides (cuprates, newly discovered infinite-layer nickelates) and the valence fluc-
tuation region of the heavy fermion compound CeCu2Si2.

The discovery of superconductivity in heavy fermion and transition-metal ox-
ides in the ’80s shows the importance of electron correlation. In these systems,
electron-phonon interaction is very weak compared to the Coulomb repulsion. The
superconducting order parameter was found to be anisotropic and nodal in the
momentum space, in contrast to the isotropic order parameter of the Bardeen-
Cooper-Schrieffer (BCS) theory [6]. Many theoretical models were proposed, in-
cluding the Hubbard model, Heisenberg model, t-J model, and periodic Anderson
model, which describe the quantum phase transition using different tuning param-
eters of the theory, e.g. onsite Coulomb interactions, intra-inter orbital Hubbard
interactions, hopping parameter/bandwidth [2, 3, 4, 7, 8, 9]. The correlation effect
is more pronounced at low temperatures, where the many-body ground state is
highly degenerate. Thermal fluctuation is very weak at very low temperature, and
the quantum fluctuation dominates the phase transition. In this regime, the tuning
parameters that drive phase transitions are chemical doping, pressure, magnetic
field etc. It is often found that as the magnetic phase is suppressed with these
tuning, superconductivity arises.

1.2 Heavy fermion superconductors

We start with the heavy fermion, intermetallic, mixed-valence systems, where f-
electrons come from rare-earth or actinide elements, and conduction electrons from
the same compound or from other weakly correlated elements. The conduction
band has an odd number of electrons, while the f electrons give rise to the local
moments. In the heavy fermion systems, the Sommerfeld coefficient, γ = cv

T
∼

1400 mJ/molK2, (γ for Cu is 1 mJ/molK2 [10]). The magnetic susceptibility at
high temperature has a Curie like behaviour, and at low temperature, it is con-
stant (Pauli paramagnetism). These heavy fermion systems usually have 4f or
5f orbitals at their outermost configuration, e.g. electronic configurations of Ce+3
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Figure 1.1: Schematic low temperature phase diagram of a heavy fermion system.
Tuning parameter can be doping, pressure, magnetic field. FL (NFL) ≡ Fermi
liquid (non-Fermi liquid), SC ≡ superconductivity, HF ≡ heavy fermion metal.

and U+1 are 4f 1, 5f 3 in CeCu2Si2 and UBe13 respectively. Many of these materials
become superconductors and are called heavy fermion superconductors (HFSCs).
The local moment of the heavy elements gives magnetism, which coexists or com-
petes with superconductivity. We show a schematic phase diagram of HFSC in
Fig. 1.1. The superconducting Tc dome often arises around a quantum critical
point (QCP) [3], as also seen in cuprates and iron pnictides [4]. With further
tuning, the single SC dome often splits into two domes, one near the QCP and
the other away from it. A dominant part of the normal state above the first SC
dome is Fermi liquid (FL) like, while the second dome often has a non-Fermi liquid
(NFL) state.

Commonly studied HFSC families can be grouped into the following categories.
Cerium-122 : CeCu2Si2 is the first known HFSC discovered by Steglich et. al
(1979) [11, 2]. Soon after many Cerium, Uranium based superconductors were
reported e.g. CeRh2Si2 of Tc = 0.3 K at critical pressure (Pc) = 9 kbar, CePd2Si2
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(Tc = 0.43 K), CeCu2Ge2 (Tc = 0.6 K). In the Ce-122 family, tuning parameters
are pressure or chemical doping and magnetic order; the magnetic order is mainly
an antiferromagnetic phase. Another Ce based HFSC family is CeT In5 (T = Ir,
Co, Cu, Rh). Tc of CeCoIn5 is 2.3 K, at ambient pressure, however P = 21 kbar
is required to obtain superconductivity in CeRhIn5.
Uranium : In UCoGe ( Tc = 0.8 K), a superconducting dome is recorded below
the ferromagnetic phase (below 3 K) [3]. Other Uranium based HFSC includes
UBe13 (Tc = 0.9 K), URu2Si2 (Tc = 1.2 K) [2], UPt3 (Tc = 0.5 K) [12].
Plutonium : Recently, Pu based HFSC, in PuCoGa5 (Tc = 18.5 K) , PuRhGa5

(Tc = 8.6 K), PuCoIn5 (Tc = 2.5 K), PuRhIn5 (Tc = 1.7 K) were discovered [13].
Magnetic order is either absent or weak in these materials.
Ytterbium : Superconductivity was also reported in Ytterbium based mixed-
valence compound β-YbAlB4 [14] with Tc = 80 mK [15]; also in YbRh2Si2 with Tc
= 1 mK [16]. These materials exhibit NFL behaviour without any tuning.

1.3 Anderson impurity model

We briefly review two models for the HF compounds, namely the Anderson im-
purity model (AIM) and the Kondo model, and how they are related. In HF
systems, localized f-electrons give local moments, where conduction electrons pro-
vide Fermi surface (FS). The interaction between the two states, either in terms of
Kondo coupling between local and itinerant spins or via the charge/valence fluc-
tuation between them, giving mixed-valence states. The latter is described by the
Anderson impurity model, proposed by P. W. Anderson in 1961 [17]. He wrote
down a model which includes onsite Coulomb interaction between the f-electrons
and tunnelling between local and conduction electrons. The conduction (c) elec-
trons are the Bloch states in a lattice, and the localized electron (f) acts as an
impurity. Hybridization between the c and f -electrons is represented by vk.

The Hamiltonian of Anderson impurity model (AIM) is given by,

H = Hc +Hf +Hcf , (1.3.1)
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Figure 1.2: Schematic representation of Anderson lattice model. Since c-electrons
number at a given site is not conserved, it is called the c-electron bath. However,
the total number of f and c-electrons is conserved.

where,

Hf = ξf
∑
m

f †mfm + U
∑
m

f †mfmf
†
−mf−m, (1.3.2)

Hc =
∑
k,σ

ξkc
†
kσckσ, (1.3.3)

Hcf =
∑

k,σ,m
vkc
†
kσfm + +h.c.. (1.3.4)

ckσ, fm are annihilation operators for the conduction electron and localized elec-
tron, respectively with momentum k and spin level σ = ±1/2. Due to spin-orbit
coupling total angular momentum of the f -electron has m multiplets. Hf is known
as atomic level Hamiltonian. ξf is the onsite energy of the f -electron, U is the
onsite Hubbard interaction. f -electron does not have any dispersion. Hc is the
conduction electron Hamiltonian having a dispersion εk and chemical potential
µ; ξk = εk − µ. Eigenstates of c-electrons are Bloch waves. Hcf is hybridisation
between c-f electron. vk =

∫
drψ∗f (r)v(r)ψk(r) [18], where ψf is orbital of the

f -electron and ψk is the Bloch state of conduction electron.

The AIM can be solved in the (A) weak coupling (U → 0) and (B) strong
coupling limit (U ∼ very high).
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(A) The weak coupling limit of the PAM describes a resonance of f -electron
around the conduction electron, and form a virtual bound state (VBS). The
non-interacting state is governed by a two orbital model. The eigen-energies are
E±k = ξk + ξf ±

√
(ξk − ξf )2 + v2

k, which opens a band gap (∆) between two states.

∆ = E+
k − E−k ,

= 2
√

(ξk − ξf )2 + v2
k,

≈ 2(ξk − ξf ) + v2
k

(ξk − ξf )
. (1.3.5)

This is called the non-interacting mixed-valence insulator. Resonance width of the
VBS is given by hybridization function, [18],

∆h(ω) =
∑

k
πv2

kN(ξk − ω). (1.3.6)

∆h determines the effect of the c-electrons on the impurity energy level. The range
of ∆h lies within the conduction bandwidth (D), −D < ∆h < D. It also plays
a fundamental role in the numerical renormalization group method in finding full
spectra of the Kondo model.

(B) In the strong coupling limit, there are various model solutions of the AIM,
(i) Kondo model, (ii) numerical renormalization group, (iii) Slave-Boson model.

1.3.1 The Kondo model

The mean-field solution of the Anderson model [17] describes the origin of the
local moment when U>> |v| [18, 19]. The resonance at the Fermi level for the
non-interacting model persists for U 6= 0, if we adiabatically tune the Coulomb
interaction for a fixed f -electron density. This resonance is known as Kondo res-
onance [18]. The high energetic charge fluctuations can be eliminated by the
Schrieffer-Wolf transformation [18, 19, 20, 21], resulting model is known as the



1.3. Anderson impurity model 8

Kondo model [22].

HK =
∑
kσ
ξkc
†
kσckσ +

∑
k,k′

JK(k,k′)~Sf .~Sc(k,k′) +1
4
∑
k,k′

JK(k,k′)ρfc†k′,σ′ck,σ

+1
2
∑

k,k′,σ
Jc(k,k′)ρc(k, σ)ρc(k′,−σ). (1.3.7)

Where ρf = ∑
m f

†
mfm and ρc = ∑

k,σ c
†
k,σck,σ = ∑

k,σ ρc(k, σ) are the number desity
of f and c-electrons. ~Sf = ∑j

m,m′=−j f
†
m
~Γm,m′fm′ (j is the multiplets of impurity

electrons) and ~Sc(k,k′) = ∑
αβ=↑↓ c

†
kα~σαβck′β are the spin of impurity electron and

conduction electron level. ~Γ, ~σ are the spin operators. JK is the Kondo exchange
interaction,[18, 19, 21, 23]

JK(k,k′) = vkvk′

[ 1
ξf + U − ξk

+ 1
ξk − ξf

+ 1
ξf + U − ξk′

+ 1
ξk′ − ξf

]
. (1.3.8)

At the Fermi level, JK(k,k′ = kF ) = − 2Uv2

ξf (ξf+U) . [19] Therefore, if the impurity level
is below the Fermi level, ξf = −|ξf |, Kondo coupling becomes positive, JK > 0,
and we have an antiferromagnetic coupling between the impurity spin and con-
duction spin. Otherwise interaction is ferromagnetic.
The third and fourth terms in Eq.(1.3.7) also arise from the Schrieffer-Wolf trans-
formation [19]. The Kondo impurity model can be generalised to a Kondo lattice
model [see Fig. 1.2]; this was first suggested by S. Doniach [24] to study antiferro-
magnetism in the HF systems.

1.3.2 The Doniach model

The Kondo lattice model is described by the (a) Kondo interaction between the
spin of the impurity electron and the spin of the conduction electron, and (b) the
RKKY interaction (Ruderman-Kittel-Kasuya-Yosida)[25, 26, 27], which describes
the interaction between neighbouring impurity spins via the intermediate conduc-
tion electrons. As an impurity spin is emerged in the conduction electron bath,
the magnetic moment around it is screened. Therefore, effective spin-spin inter-
action is reduced in the same way as the Coulomb interaction is screened via the
Thomas-Fermi mechanism [28]. The effective spin-spin interaction (φ(r)) is cosi-
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Figure 1.3: Schematic diagram of Friedel oscillations of the effective interaction
between impurity spin and conduction electron bath. Red arrows represent the
spin of conduction electrons, and blue arrows denote the impurity spin. Here we
illustrate the RKKY interaction between two impurity spins mediated by conduc-
tion electrons spins.

nusoidal, but amplitude decreases from the impurity position, φ(r) = cos(2kF r)
r3 [see

Fig. 1.3] [18, 29]; r is the distance from magnetic impurity and kF is the Fermi
momentum of the conduction electrons. This oscillatory behaviour of effective
screened interaction is called the Friedel oscillation. The average magnetic mo-
ment of the impurity due to screening is given as [18] 〈 ~M〉 = −JKχ0(q, ω)〈~Sf〉.
where Lindhard susceptibility of the conduction electron is given by,

χ0(q, iωn) =
∫ β

0
dτe−iωnτ 〈Sc(q, τ)Sc(−q, 0)〉,

= 1
ΩBZ

∑
k

f(ξk+q)− f(ξk)
ξk+q − ξk − iωn

. (1.3.9)

Where ξk is the dispersion of conduction electrons, f(ξk) = 1
eβξk+1 is the Fermi

distribution function. and ΩBZ is the area of the Brillouin zone (BZ). We use the
Matsubara summation in the last step of Eq. (1.6.9). After performing analytic
continuation in real frequency (ω), iωn → ω + iη (η is small positive number) we
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Figure 1.4: Schematic representation of Doniach phase diagram.

obtain the Lindhard susceptibly,

χ0(q, ω) = 1
ΩBZ

∑
k

f(ξk+q)− f(ξk)
ξk+q − ξk − ω − iη

. (1.3.10)

In the RKKY interaction, impurity spins interact with the average moment due
to the Friedel oscillation of screened potential between impurity and conduction
electrons,

HRKKY =
∑
〈i,j〉

JRKKY ~S
i
f · ~S

j
f , (1.3.11)

where the exchange coupling is given by,

JRKKY = J2
Kχ0(q, ω). (1.3.12)

At long wavelength limit q → 0 (ω = 0), χ0(q → 0, ω = 0) ≈ N(EF ), N(EF ) being
density of states (DOS) of the conduction electrons at the Fermi level. Therefore,
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JRKKY ∼ N(EF )J2
K , which is shown in Fig. 1.4, along with Kondo temperature

(TK). This is called the Doniach phase diagram [18, 24], where RKKY interaction
and Kondo coupling competes, giving an antiferromagnetic dome when JRKKY >

JK and a Fermi liquid phase otherwise.

1.3.3 Scaling renormalization group

The effect of strong Coulomb interactions between impurity electrons, on the con-
duction electron can be given by the many body Greens function of the conduction
electron. The perturbation series of JK can be calculated from the S-matrix ex-
pansion of the Kondo Hamiltonian [see Appendix A ] [18, 19, 30]. From the Dyson
equation, we get,

G(k,k′, iωn) = δk,k′G0(k, iωn) + G0(k, iωn)Σ(k,k′, iωn)G0(k′, iωn). (1.3.13)

The three lowest order terms in the Dyson series are shown in Fig. 1.5. Since
the non-interacting part of the Hamiltonian in Eq. (1.3.7) does not depend on
the local spin, there is no first-order term in S-matrix, Σ(1)(k,k′, iωn) = 0. The
second-order term in the self-energy is given by [30],

Σ(2)(k,k′, iωn) = 3J2
K

16
∑

p
G0(p, iωn). (1.3.14)

In the second and higher-order terms in the self-energy, no Fermion loop con-
tributes. There is no spin-fluctuation term present in the non-interacting ground
state, and at each vertex, total spin conservation is done by taking trace over Pauli
matrices, Tr[~σ]=0.
The third-order term in self-energy is given by,

Σ(3)(k,k′, ikn) = −3J3
K

4β3

∑
pn,qn,ωn

∑
p,q

∫
dτ1dτ2

G0(p, ipn)G0(q, iqn) 2
iωn


e−ipn(τ1−τ2)e−iqnτ3eiknτ1eiωn(τ1−τ2). (1.3.15)
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Figure 1.5: Feynman diagram of the many-body Green’s function of conduction
electron.

After doing the Matsubara summation on the pn frequencies, we obtain [30]

Σ(3)(k,k′, iωn) = 3J3
K

4
∑
p,q

1− 2f(ξq)
ξp − ξq

G(p, iωn). (1.3.16)

Therefore, total self-energy up to third order of JK ,

Σ(k,k′, iωn) = Σ(2)(k,k′, iωn) + Σ(3)(k,k′, iωn),

= 3
4
∑

p
G0(p, iωn)

J2
K + J3

K

∑
q

1− 2f(ξq)
ξp − ξq

. (1.3.17)

The imaginary part of the retarded self-energy (Σ(k,k′, ω + i0+)) gives inverse
lifetime (τ(ω)) of the conduction electrons, 1

τ(ω) = −ImΣ(ω + i0+), where 0+ is
the small positive quantity above the real axis. Σ(k,k′, ω + i0+) is obtained from
Σ(k,k′, iωn) by analytic continuation, iωn → ω + i0+

ImΣ(k,k′, ω + 0+) = 3
4
∑

p
ImG0(p, ω + 0+)

J2
K + J3

K

∑
q

tanh
(
βξq

2

)
ξp − ξq

. (1.3.18)
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Figure 1.6: Temperature dependent resistivity (normalized with resistivity at 4.2
K) of Mo1−xNbx (x = 0.1). The resistivity minimum is the prominent feature of
Kondo behaviour. The data used here is replotted from Ref.[31].

ImG0(p, ω + 0+) = −πδ(ω − ξp). The second term of Eq. (1.3.18) can be cal-
culated by replacing the discrete momentum summation with continuous energy
integration,

ImΣ(3)(k,k′, ω) ∼
∫ D

−D
N(0)dξ tanh(βξ/2)

ω − ξ
= N(0)log

[
Dγ√

ω2 + (2kBT )2

]
.(1.3.19)

Dγ = 2Dγ/π with γ = 1.78 being the Euler constant. The impurity scattering
rate is given by,

1
τ(ω) = 3π

4
∑

p
J2
Kδ(ω − ξp)

1 + JKN(0) log
(

Dγ√
ω2 + (2kBT )2

). (1.3.20)

The resistivity due to impurity scattering is proportional to 1
τ(ω) . In Fig. 1.6

we show the experimental results of resistivity, which depicts a minimum due to
the logarithmic temperature (log(1/T )) dependence. However, T → 0, log(1/T )
diverges. The origin of the infra-red divergence is, ∑q 1/ξq dependence of ImΣ
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Figure 1.7: Poor man’s scaling renormalization group flow diagram of the Kondo
model.[23] Attractive fixed point: Antiferromagnetic coupling grows as we re-
move high energy mode ±D (bandwidth of the conduction electron). Repulsive
fixed point: Ferromagnetic coupling becomes smaller and smaller, finally goes
to zero along the line, [JK ]z = [JK ]±. N(0) is the DOS at the Fermi level of the
conduction electrons. [JK ]z and [JK ]± are Kondo coupling along z direction and
at x− y plane, between conduction electron and impurity spin.

in Eq.(1.3.18) and sharp FS (ξp = 0) [32]. The divergence of the self-energy at
T = 0 signifies that the perturbation theory is not valid at low temperature. In
the following sections, we will discuss scaling theory and renormalization group
theory to solve the Kondo problem.

Poor man’s renormalization group

The poor man’s renormalization group (RG) theory [18, 19] solves the Kondo
problem by ”integrating out” high energy modes, modes near bandwidth (D),
and obtain scaling relation between coupling constants. From Eq. (1.3.18) we
see that due to perturbation by Kondo interaction, Kondo coupling changes by,
J2
K → J2

K + δ(J2
K). Where δ(J2

K) is given by,
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δ(J2
K) =

J3
K

∑
q

tanh
(
βξq

2

)
ξp − ξq

, (1.3.21)

[Here ’δ’ is used to indicate the variation or change.]
As we reach lower and lower temperature tanh term reaches to its maximum value,
1. At the Fermi level, ξp = 0, therefore we get from Eq. (1.3.21),

δ(JK) = −J
2
K

2
∑

q

1
ξq
. (1.3.22)

The momentum summation can be transferred to integral over energy (ξ) and we
restrict energy integral between D − δD < ξ < D. From Eq. (1.3.22) correction
to Kondo coupling is

δ(JK) = JK(D)− JK(D′) = −J2
K

∫ D

D′=D−δD
dξ
N(0)
ξ

. (1.3.23)

N(0) is the DOS per spin of the conduction electron at the Fermi level. Beta
function is given by,

β = δJK
δ log(D) = −N(0)J2

K . (1.3.24)

Renormalization group flow diagram is plotted in Fig. 1.7. For antiferromagnetic
case, JK > 0, Kondo coupling grows as we move toward lower and lower energy
or temperature. It becomes an attractive fixed point. Whereas for ferromagnetic
case, JK < 0, Kondo coupling flow towards zero along the line JK = [JK ]z = [JK ]±,
therefore it is a repulsive fixed point.

1.3.4 Numerical renormalization group

The discussion on the poor man’s RG above emphasizes that, at low-temperature
total self-energy has a logarithmic divergence. If such a divergence is present, it
should be observed in experimental data such as resistivity, specific heat, quasi-
particle lifetime etc. However, no such anomalies were found in experiments in
the HF systems. By formulating the Numerical renormalization group (NRG)
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technique, K. G. Wilson [33] solved this problem, hence giving the ground state
of the Kondo system, which is a singlet between impurity electron and conduction
electron. Later, using NRG, Krishna-murthy et al [34] solve the Anderson impurity
model and obtain different fixed points of RG.
The steps of NRG are following [35],

1. The hybridization function, ∆h [see Eq.(1.3.6)], is discretized into a set of
logarithmic energy interval (Λ), εn = ±Λ−n, for n = 0, 1, 2, ... and width of
the interval dn = Λ−n(1 − Λ−1). In Fig. 1.8 we use a constant ∆h [which
Wilson [33] used to solve Kondo model], however, for general non-constant
∆h, the same procedure was used in Ref. [35].

2. The continuous spectra of the c-electrons are replaced by a discrete set of
plane wave states at the energy interval.

3. The discretized model is mapped into a semi-infinite chain, with the impurity
at the origin. [see Fig. 1.9]

4. Diagonalize the chain Hamiltonian by iteratively as a function of chain sites
(N) will give total energy EN .

5. Analysis of EN provide relevant, marginal, or irreverent fixed points.

Steps 1-3 : We replace the momentum summation in Eq. (1.3.3) and Eq.(1.3.4)
by an energy integral (ε), with D = 1,

H = Hf +
∑
σ

∫ 1

−1
dεEεc

†
εσcεσ +

∑
σ

∫ 1

−1
dεvεc

†
εσfσ + h.c.. (1.3.25)

Hf is given in Eq.(1.3.2). Eε is the energy of the conduction electrons and vε is the
hybridization. Anticommutation relation is given by, [cεσ, c†ε′σ′ ]+ = δ(ε − ε′)δσσ′ .
The electron field operators are expanded in the plane wave basis at each discrete
energy state,

cεσ = 1
dn

∑
n

(
αnσψ

+
np + ψ−npβnσ

)
. (1.3.26)
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Figure 1.8: Logarithmic discretization used in step 1 in NRG. D = 1 in the
calculations.

Where αnσ and βnσ are fermionic anhilation operators, ψ±np is given by,

ψ±np(ε) =


1√
dn
ei

2πpε
dn , for εn+1 < ±ε < εn,

0, otherwise.

For a constant vε, using the integral in Eq.(1.3.25),

1
dn

∫ 1

−1
dεψ+

npfσ = 1
dn

∑
np

∫ ξn

ξn+1
dεψ+

npfσ =
∑
np

δp0fσ, (1.3.27)

i.e., only p = 0 mode survives. We get similar result for ψ−np, 1
dn

∫ 1
−1 dεψ

−
npfσ =∑

np δp0fσ. Substituting, Eq. (1.3.26) into Eq. (1.3.25) we obtain,

Hc =
∑
n,σ

[
E+
n α
†
nσαnσ + E−n β

†
nσβnσ

]
, (1.3.28)

Hcf = 1√
π

∑
n,σ

f †σ

(
anαnσ + bnβnσ

)
+ h.c, (1.3.29)
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where,

E+
n = 1

an

∫ εn

εn+1
dεε∆h , E−n = 1

bn

∫ −εn+1

−εn
dεξ∆h , (1.3.30)

an =
∫ ξn

ξn+1
dξ∆h , bn =

∫ −ξn+1

−ξn
dξ∆h .

The third step of NRG is to transform the AIM into a model of semi-infinite chain,
where the impurity electron is at the one end of the chain (origin), and hybridizes
with the conduction electron [see Fig. 1.9]. We define a new conduction electron
operator at n = 0, γ0σ = 1√

π

∑
n

(
anαnσ + bnβnσ

)
.

Hcf =
∑
σ

f †σγ0σ + h.c. (1.3.31)

Other fermionic operators (γnσ), for n > 0 are constructed from γ0σ, αnσ and βnσ

by tridiagonalization,

γnσ =
∑
m

[
Umnαmσ + Vmnβmσ

]
. (1.3.32)

Umn and Vmn are the coefficients of the orthogonal matrices. γnσ is the fermionic
operator. After substituting αnσ and βnσ from Eq. (1.3.32) in Eq.(1.3.28) and
Eq.(1.3.29) we obtain,

Hc =
∑
σ,n

[
µnγ

†
nσγnσ + tnγ

†
n+1σγnσ + h.c.

]
, (1.3.33)

where tn is the effective hopping parameter and µn is the onsite energy. The value
of tn and µn can be obtained by comparing Eq.(1.3.28) and Eq.(1.3.33). Wilson
[33] first derived the tn for a constant ∆h, he found that µn = 0 and for large n,
[35] tn ∼ Λ−n/2. Total Hamiltonian of AIM after the tranformation becomes,

H = Hf +
∑
σ,n

tn

[
γ†n+1σγnσ + γ†nσγn+1σ

]
+
∑
σ

(
f †σγ0σ + γ†0σfσ

)
. (1.3.34)

Steps 4-5 : We need to diagonalize the NRG Hamiltonian Eq. (1.3.34). However,
full diagonalization for an arbitrary number of chain sites is impossible to do.
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Figure 1.9: The semi-infinite chain model where the impurity site is at the origin.

Hence, it is diagonalized for a finite number of sites, say N , as N →∞ we get the
complete solution of the Hamiltonian.

H = lim
N→∞

Λ−(N−1)/2HN . (1.3.35)

Where HN is given by,

HN = Λ(N−1)/2
[
Hf +

∑
σ

N∑
n=0

(
tnγ
†
n+1σγnσ + f †σγ0σ + h.c

)]
. (1.3.36)

RG transformation is defined by the recursion relation,

HN+1 =
√

ΛHN + ΛN/2∑
σ

tNγ
†
N+1σγNσ + h.c. (1.3.37)

The RG flow diagrams are obtained by the diagonalization of the Hamiltonian
Eq. (1.3.36), with eigenvalues and eigenfunction are EN , ψN respectively. So far,
the procedure is exact. The approximation used in NRG is to truncate the size
of the Hilbert space. Since adding electrons site to the N -th site, the size of
the Hilbert space increases exponentially. If Ns is the dimension of HN then, Ns

number of eigenstates are chosen forHN+1. The eigenstates ofHN+1, is constructed
from the HN , |ψ〉N+1 = γ†N+1,σ|ψ〉N . The states are characterized by total charge
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(Q) and spin (Sz). NRG solution of the AIM first done by Krishna-murthy et al
[34], they found that three different fixed points,

1. Unstable fixed point for N < 10. This is called free orbital fixed point, U =
0.

2. 11 < N < 60, crossover from free orbital to local moment fixed point.

3. Stable fixed point N > 60, local moment are coupled with the conduction
electron via JK .

We conclude the discussion on NRG with the remark that this method is not lim-
ited to only AIM, other quantum impurity systems such as quantum dot, quantum
dissipative system, Mott transitions can be analyzed within the framework of NRG
[35].

1.3.5 Slave-Boson method

Different techniques were developed over the last forty years, such as auxiliary field
(particle) by S. E. Barnes [36], Gutzwiller projection [37, 38], t-J model [39, 40, 41],
Hubbard–Stratonovich transformation [42, 43], Holstein–Primakoff transformation
[44], Abrikosov fermions [18, 32], etc. Slave boson method [45] is such a method
developed by S. E. Barnes [36] and P. Coleman [46] implemented it for the HF
systems at the strong coupling limit..
The Hilbert space of f -state for large Coulomb repulsion consists of two degenerate
singly occupied states f 1

↑/↓, one doubly occupied state f 2, and an unoccupied or
empty state f 0. These states are often called spinon (fermion : f̄σ), holon (boson:
e) and doublon (boson: d). In the strong correlation limit, Coulomb interaction
(U) is much greater than D and the doubly occupied states lie at higher energy
than other three states. So, it is desirable to find a ground state by systematically
eliminating the high energy states. The f -electron state is hence expanded in the
parton formalism as,

fσ = e†f̄σ + σf̄ †σd, (1.3.38)
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where, f̄σ represents fermionic states and e, d are bosonic states. If we use Eq. (1.3.38)
and evaluate the operator products, [fσf †σ′ + f †σ′fσ], we obtain

[
fσ, f

†
σ′

]
+

= δσ,σ′(e†e+ d†d+
∑
σ

f̄ †σf̄σ). (1.3.39)

Hence, the necessary condition to maintain fermionic nature of f -electrons is e†e+
d†d +∑

σ f̄
†
σf̄σ = 1. Let, nf̄ , ne, nd are the number operators for f̄ electron, holon

and doublon respectively. Conservation of atomistic f -electron number at every
lattice sites gives, nf = nf̄ + ne + nd = 1. We will use the Bernes representation
[36, 45], togather with the doublon occupancy zero, nd = 0, because of strong
Coulomb repulsion. The constraint condition on the Fock space thus becomes,

Q = nf̄ + ne = 1. (1.3.40)

Using Eq. (1.3.40) as constraint with Lagrange multiplier ωe, we obtain the Hamil-
tonian of periodic Anderson model (PAM),

H =
∑
k,σ

ξkc
†
kσckσ︸ ︷︷ ︸

Conduction band

+ ξ̄f
∑
σ

f̄ †σf̄σ︸ ︷︷ ︸
Impurity orbital

+
∑
k,σ

[
vkc
†
kσe
†f̄σ︸ ︷︷ ︸

Holon emission

+ v†kf̄
†
σeckσ︸ ︷︷ ︸

Holon absorption

]
+ ωe(e†e− 1)︸ ︷︷ ︸

constraint

.

(1.3.41)

Where ξ̄f = ξf + ωe. Eq. (1.3.41) cannot be solved exactly, hence we use a mean-
field approximation about bosonic field, e0 = 〈e〉. Hamiltonian Eq. (1.3.41) be-
comes,

H =
∑
k,σ

ξkc
†
kσckσ + ξ̄f

∑
σ

f̄ †σf̄σ + e0
∑
k,σ

vkc
†
kσf̄σ + ωe(e2

0 − 1) + h.c.

(1.3.42)

The action functional [18, 45, 47] of the Hamiltonian Eq. (1.3.42) is,

S = Sc + Sf̄ + Sv, (1.3.43)
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where,

Sc =
∫ β

0
dτ

∑
k,σ

c̃kσ(τ)(∂τ + ξk)ckσ(τ), (1.3.44)

Sf̄ =
∫ β

0
dτ

∑
σ

˜̄fσ(τ)(∂τ + ξ̄f )f̄σ(τ), (1.3.45)

Sv = e0

∫ β

0
dτ

∑
k,σ

(
vkc̃kσ(τ)f̄σ(τ) + h.c.

)
. (1.3.46)

Here ẽ, e are bosonic coherent states and ˜̄f, f̄ , c̃, c are Grassmann variables for
singly occupied f -states, and conduction electrons respectively (‘tilde’ means con-
jugation). τ is imaginary time axis. Thermodynamic properties of the system can
be calculated from the partition function Z = Tre−S ,

Z = Z0

∫
D[c̃, c]D[ ˜̄f, f̄ ]e−Sc−Sf̄−Sv ,

= Z0

∫
D[ ˜̄f, f̄ ]e−Sf̄

 ∫ D[c̃, c]e−Sc−Sv
,

= Z0
∏
k,kn

[β(−ikn + ξk)]
∫
D[ ˜̄f, f̄ ]e−Seff [ ˜̄f,f̄ ], (1.3.47)

Where, Z0 = e−βωe(e
2
0−1) = e−βF0 , is the free energy contribution from the bosonic

saddle point. In the last line of Eq. (1.3.47), we Fourier transform the conduction
electron in Matsubara frequency using, ckσ(τ) = 1√

β

∑
n ckσ(ikn) exp (−iknτ).[47].

Then we integrate out the conduction electron states.
The effective action is given by,

Seff [ ˜̄f, f̄ ] =
∫
dτ

∑
σ

˜̄fσ(τ)(∂τ + ξ̄f − Σf (τ))f̄σ(τ). (1.3.48)

Where, Σf (τ) = ∑
k′

ṽ2
k′

∂τ+ξk′
is the self-energy of the f -electron[18] and ṽk = vke0

is renormalized hybridization energy[45]. We then Fourier transform the fermion
fields to the Matsubara space, f̄σ(τ) = 1√

β

∑
n f̄σ(ipn) exp (−ipnτ).

Since Eq. (1.3.48) is in a quadratic form, we can easily do the Grassmann
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integral. The result is

Z = Z0

[
β
∏
k,kn

(
ikn − ξk

)][
β
∏
pn

(
ipn − ξ̄f −

∑
k′

ṽ2
k′

ipn − ξk′

)]
. (1.3.49)

The free energy is given by

F = − 1
β

ln(Z),

= F0 −
1
β

∑
k,kn

ln
[
β
(
ikn − ξk

)]
−
∑
pn

1
β

ln
[
β
(
ipn − ξ̄f −

∑
k′

ṽ2
k′

ipn − ξk′

)]
,

= F0 + Fc + Ff , (1.3.50)

where Fc = − 1
β

∑
k,kn ln

[
β
(
ikn − ξk

)]
= − 1

β

∑
k ln

[
1 + e−βξk

]
is the free energy of

the conduction electron.

Ff = −
∑
kn

1
β

ln
[
β
(
ikn − ξ̄f −

∑
k

ṽ2
k

ikn − ξk

)]
,

= − 2
πβ

∫
dω ln(1 + e−βω) Im

 ∂

∂ω
ln(Gf (ω + iδ))

. (1.3.51)

In the second line we use the Matsubara summation over the fermion frequency kn
[47] and a factor 2 comes from two spin of conduction electrons (up/down spin).
Using integration by parts we have,

F − Fc = F0 + 2
π

∫
dω f(ω)Im

ln(Gf (ω + iδ))
,

= (ξ̄f − ξf )(e2
0 − 1) + 2

π

∫
dω f(ω) tan−1

[ ∆̃h

ω − ξ̄f

]
. (1.3.52)

In the last line we substituted the resonance width [see Eq. (1.3.6)], [18] ∆̃h(ξ)
=∑k πṽ

2
kN(εk − ξ). f(ω) = 1

eβω+1 is the Fermi distribution function. [See 1 ] 1

1z = x + iy = reiθ, Im[ln(z)] = tan−1(y/x)
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From Eq. (1.3.51) we have the Green’s function of f -electron,

Gf (iωn) =
[
iωn − ξ̄f − Σf (iωn)

]−1
. (1.3.53)

Where self-energy is given by,

Σf (iωn) =
∑

k

ṽ2
k

iωn − ξk
, (1.3.54)

After performing analytic continuation in the real axis, iωn by ω+iη, and replacing
momentum summation by integration over continuum of energy ξ, [18]

Σf (ω + iη) = N(0)ṽ2
∫ D

−D

1
ω − ξ + iη

,

= ∆̃h

π
ln
[
ω +D + iη

ω −D + iη

]
,

= ∆̃h

π
ln
∣∣∣∣ω +D

ω −D

∣∣∣∣− i∆̃h. (1.3.55)

In the second line of Eq. (1.3.55) we assume ṽk is momentum independent and
N(0) is the density of state at the Fermi level, ∆̃h = πN(0)ṽ2. Real part of the
self-energy is at the order of ω

D
, hence we can neglect it. Therefore, we obtain,

Σf (ω + iη) = −i∆̃h. (1.3.56)

Using self-energy in Eq. (1.3.53),

G−1
f (ω + iη) = ω − ξ̄f + i∆̃h + iη. (1.3.57)

So, it is evident that mean-field solution of U →∞ model normalises the parame-
ters of non-interacting model U = 0, ∆̃h = e2

0 ∆h [18]. At T = 0, Eq. (1.3.52) can
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be solved exactly, f(ω) = Θ(−ω) is the step function.

F − Fc
∣∣∣∣
T=0

= E [∆̃h, ξ̄f ],

= (ξ̄f − ξf )(
∆̃h

∆h

− 1) + 2̃∆h

2π ln
∆̃2

h + ξ̄2
f

D2

+ 2ξ̄f
π

tan−1
(∆̃h

ξ̄f

)
.

(1.3.58)

At the saddle point, the ground state energy Eq. (1.3.58) is minimized w.r.t the
re-normalised parameters, i.e. ∆̃h, ξ̄f , From the minimizing ∂E

∂∆̃h
= 0, we obtain,

(ξ̄f − ξf )
∆h

+ 1
π

ln
∆̃2

h + ξ̄2
f

D2

 ≈ 0, (1.3.59)

ξ̄f = ξf −
2∆h

π
ln

√

∆̃2
h + ξ̄2

f

D

. (1.3.60)

Second minimisation condition gives, (2) ∂E
∂ξ̄f

= 0,

(∆̃h

∆h

− 1) + 2
π

tan−1
(∆̃h

ξ̄f

)
= 0, (1.3.61)

∆̃h = ∆h −
2∆h

π
tan−1

(∆̃h

ξ̄f

)
. (1.3.62)

From the constraint condition Eq. (1.3.40) we obtain,

nf̄ = 1− ne,

= 1− e2
0,

= 1− ∆̃h

∆h

,

= 2
π

tan−1
(∆̃h

ξ̄f

)
. (1.3.63)

D̃h << ξ̄f , tan−1
(

∆̃h

ξ̄f

)
→ π

2 and nf̄ = 1; which implies that the local moment
formation at sufficiently high ξ̄f , since average occupation of f -electron, nf =
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nf̄ = 1 (ne = 0), otherwise nf̄ < 1 (ne 6= 0) . At low temperature, this average
local moment density at every site will be quenched by the surrounding conduction
electrons. When ξ̄f is near the Fermi level local moments will form a resonance with
conduction electrons via the hybridization interaction. The width of the resonance
is given by the coherence temperature (TK). From Eq. (1.3.59) we obtain,

0 = −|ξf | −
2∆h

π
ln
TK
D

, (1.3.64)

TK = De
−
π|ξf |
2∆h = De

− 1
2N(0)JK . (1.3.65)

We discussed different theoretical methods to solve the PAM in the strong coupling
limit. The infra-red divergence of the Kondo model at low temperature was solved
by two methods namely, (a) NRG developed by Wilson [33], then subsequently
solved for Anderson model by Krishna-murthy et al. [34] and (b) Slave-boson
method developed by S. E. Barnes [36] and P. Coleman [46]. The Slave-boson
method was generalized to multi-band Hubbard model and spin rotational invari-
ant form by Kotliar and Ruckenstein [45]. We discussed the solution of PAM using
saddle point approximation about bosonic fields. In the later chapter, we will dis-
cuss fluctuation about the mean-fields, which will give rise to superconductivity.

1.4 transition-metal oxides superconductors

Soon after the discovery of superconductivity in HF metals, high-temperature su-
perconductivity was discovered in Lanthanum–Barium Copper Oxide compounds
[49]. Afterwards many families of copper oxides superconductors were discovered
with high temperature are obtained in YBa2Cu3O6+x (YBCO) (Tc = 93 K) [50]
and HgBa2CuO4+x (Tc = 133 K )[51, 52]. This family is called cuprates. Cuprates
consist of a common copper-oxide plane, with the higher number of layers scales
with higher Tc, but eventually saturates the value of Tc above a few-layer [53].
YBCO compound has an additional metallic chain layer, in which a chain of CuO
is missing from the CuO4 plane layer.
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Figure 1.10: (a) Schematic phase diagram of cuprate superconductors [48]. (b)
Experimental phase diagram of (Nd/Pr)1−xSrxNiOx. We replot the experimental
data from [58].

In the CuO4 layer, Cu has a d9 state, which gives a half-filled d-orbital near
the Fermi level. d-orbital strongly hybridize with the ligand O-atoms surrounding
the Cu-atom in the octahedral structure. An effective one band picture of strongly
hybridized Cu dx2−y2 and O px, py orbitals, describes the low energy physics. A
one-band Hubbard model in a square lattice thus dominates the theoretical study
of cuprates, as done from the weak-coupling perturbation theory to strong coupling
t-J model [8, 9, 39, 40] to the intermediate coupling local-itinerant dual picture [1].
Such a model also thus become an easy platform to study via dynamical mean-
field theory (DMFT) [54, 55, 56] and quantum Monte Carlo (QMC)[4] method.
These models give the Mott insulating antiferromagnetic (AFM) ground state at
half filling and superconductivity at finite doping.

The above story changes if we consider a three-band model with Cu dx2−y2 and
O px, py orbitals. It is then found that in the strong coupling limit, the lower
Hubbard band of the Cu d orbital is pushed below the O p band, giving a charge
transfer insulator [ see Fig. 1.13]. The three-band picture also reveals that a nearly
flat, singlet state of Cu d spin-1/2 and O p spin-1/2 arises inside the insulating
gap, which is called Zhang-Rice singlet [ see Fig. 1.11 ] [57].
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Figure 1.11: Schematic representation of the Zhang-Rice singlet in cuprate su-
perconductor.

1.5 Infinite-layer Nickelates

The discovery of high-temperature superconductivity in cuprates [41] consisting of
two-dimensional (2D) CuO2 planes has prompted the search for other transition-
metal oxide compounds. This raised the interest in the existence of nickelate com-
pounds with a two-dimensional NiO2 plane as the common structural element, in
which Ni1+ ions have the same electronic configuration of d9, as in the Cu2+ ion
in CuO4 plane. 2

NdNiO3 has a perovskite structure, with Ni valency +3 [59]. With low tem-
perature reduction under hydrogen NdNiO3 becomes NdNiO2. This hydrogen re-
duction removes the apical oxygen, and the Ni valency becomes +1. The synthesis
reaction of LaNiO2 from LaNiO3 was obtained as [60]

LaNiO3 + H2 → LaNiO2 + H2O.
2We will denote compounds with NiO2 plane as infinite-layer nickelates through-

out the thesis.
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Figure 1.12: Spliting of d orbitals of Cu+2 and Ni+1 in tetragonal environment.

The successful synthesis of the Ni 3d9 configuration has prompted many re-
searchers to investigate this compound as an analogy of cuprates. However, sub-
sequent density functional theory (DFT) studies reveal many characteristic dif-
ferences between cuprates and infinite-layer nickelates, as compared in Table 1.1.
Initially, it was thought [61] that the undoped NiO2 compound would be a mag-
netic insulator analogous to cuprates. However, it was observed that NiO2 is a
bad metal. The electronic configuration Ni is, [Ar] 3d94s1; where the valency of
Ni in NiO2 is Ni+1, which is identical to the Cu+2 ions in CuO4. NdNiO2 arranged
in a tetragonal structure. The electron arrangement of Ni+1 is shown in Fig. 1.12,
where the 3d orbital has nine electron and outermost dx2−y2 orbital contains one
hole.

The similarity of the Ni 3d9 ion with Cu 3d9 prompted theoretical studies by
Anisimov et al., in 1999 [61], exhibiting some band structure similarity. But soon,
it was realized by Lee and Pickett, in 2004 [62] that even at the band structure
level, there are crucial differences between infinite-layer nickelates and cuprates,
including reduction of 3d − 2p hybridization in the infinite-layer nickelates com-
pared to cuprates. The same authors also showed that there are additional Nd
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Table 1.1: Comparison of relevant properties of cuprates and nickelates.
Cuprates Nickelates

Structure Octahedral with apical oxy-
gen present.

Infinite-layer with apical
oxygen removed.

Half-filling Mott/antiferromagnetic in-
sulator.

Weak insulator/bad metal.

Zhang-Rice sin-
glet

Zhang-Rice singlet. No Zhang-Rice singlet.

Charge transfer
gap

Charge transfer gap. No charge transfer gap.

Effective model One-band effective model. Two-orbital model (Ni
dx2−y2 and Nd dz2 orbital).

Superconducting
gap symmetry

dx2−y2 pairing (with signa-
ture/ predictions of node-
less s, p, f)-wave pairing at
special tuning.

Prediction of two-gap sce-
nario (dx2−y2 and dz2 ).

3dz2 bands present at the Fermi level, making it a multi-band compound. There-
fore, the physics obtained at the 3-band picture in cuprates are different in the
infinite-layer nickelates.

It turns out that infinite-layer nickelates do not have Zhang-Rice singlet state
like cuprates. It is also not a charge transfer insulator. In fact, at half-filling,
the material is not a Mott insulator, but a weak insulator or bad metal. More-
over, it is found experimentally that Ni 3dx2−y2 orbital is more correlated than Nd
3dz2 orbital. There is a hybridization between the two orbitals which produces an
emergent Kondo physics in this compound [63].

Recently, infinite-layer NdNiO2 was prepared by Shengwei Zeng et.al. [58] by
the mechanism (soft-chemistry topotactic reduction) developed at SLAC National
Accelerator Laboratory [59]. This material was then hole doped with chemical
substitution using Sr on the Nd site. Then, in the doping range 0.12 and 0.235 [64,
58], superconductivity appears, and show a dome ( or a split dome) feature in the
Tc value with optimal Tc about 15 K around doping x ∼ 0.2. Subsequently, LaNiO2

and PrNiO2 are also synthesized, and PrNiO2 is found to be superconducting with
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Figure 1.13: Comparison of relevant electronic orbitals near Fermi level with U ,
of cuprates and nickelates.

a similar dome [65], while LaNiO2 shows superconductivity at low temperature
[66]. The electronic structure properties of these compounds are very similar, with
NdNiO2 and PrNiO2 being almost identical, while LaNiO2 has a La-Ni hybridized
band being pushed down, rendering a small FS pocket than in the other two
compounds. We investigate all three compounds to understand their electronic
properties and differences. Next, we deduce a low energy two orbital model with
the Wannier orbital method. We find that superconductivity is orbital selective,
being a two dimensional dx2−y2 , for Ni d orbital and a three dimensional dz2 , for
Nd axial orbital.

1.6 Spin-fluctuation theory

An arbitrary amount of small attraction between electrons in a metal can cause
bound paired states of two electrons. This bound state is known as a Cooper pair
[67]. BCS [6] later consider a many-body ground state, in which many such Cooper
pairs are formed. This pair formation leads to opening a gap in the continuous
spectra of single-particle states at the FS.
The superconducting gap function is,

∆k = −
∑
k′
Vkk′〈c−k′↓ck′↑〉,

= −
∑
k′
Vkk′

∆k′

2Ek′
tanh(βEk′/2), (1.6.1)
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where, Ek′ =
√
ξ2

k′ + ∆2
k′ , and Vkk′ is interaction energy between Cooper pairs at

(k ↑, −k ↓) and (k′ ↑, −k′ ↓). ξk is the single particle continuous spectra (εk)
compared to Fermi energy (EF ), ξk = εk −EF . Ek denotes that, in the excitation
spectra of metal, there must be a minimum energy gap. Ek is known as the
quasi-particle (Bogoliubons [68]) dispersion of the metal. Thus superconducting
quasi-particle behaves as if it is an insulator. The BCS gap equation Eq. (1.6.1)
has two possible solutions,

1. Attractive potential (Vkk′ < 0): ∆k is positive, onsite, fully gapped.
This is called conventional superconductivity.

2. Repulsive potential (Vkk′ > 0): ∆k have to change sign (positive to neg-
ative) between k and k′, ∆k = −∆k′ , k′ = k + q. This pairing is favoured
by the potential Vkk′ , which has a peak at FS nesting vector q. This is known
as unconventional superconductivity.

BCS theory showed that an effective, attractive potential between electrons could
emanate from the electron-phonon coupling, resulting in a fully gapped, constant
sign superconducting (SC) gap (conventional s-wave symmetry).[6] Interestingly,
discussions of unconventional superconductivity from repulsive interactions dates
back to 1965.[7] It was shown that Cooper pairs could be formed in a repulsive
interaction medium, provided the corresponding gap function changes sign in the
momentum space[7, 9, 69, 70].

The basic understanding of the spin-fluctuation mediated pairing symmetry is
that when the FS nesting is strong at a preferential wavevector, say Q, it leads
to a pairing symmetry which changes sign across the momentum k and k + Q
on the FS.[71, 72, 73, 74, 75, 76, 77] In cuprates, the FS nesting is dominated by
the spin-fluctuation wavevector Q = (π, π) which connects the Fermi momenta
near the ‘magnetic hot-spot’ (MHS) (where the plane FS meets the magnetic zone
boundary), and one obtains a dx2−y2-wave solution.[73] the pairing potential arising
from the spin-fluctuation mechanism, with the many-body interaction captured
within the multi-band Hubbard model.[71, 72, 73, 74, 75, 76, 77] The leading
eigenvalue and its corresponding eigenfunction of the static pairing potential gives
the SC coupling constant and the pairing symmetry of the system, respectively.
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1.6.1 Spin-fluctuation mediated pairing in one band Hub-
bard model

Although we will study the multi-band Hubbard model for both YBCO cuprate
and infinite-layer nickelates, we first present a one-band Hubbard model and show
the derivation of the spin-fluctuation mediated pairing potential. One band Hub-
bard model is given by,

H =
∑
k,σ

ξkc
†
k,σck,σ +

∑
k,k′,q

Uc†k+q,↑c
†
k′−q,↓ck′,↓ck,↑. (1.6.2)

We define spin operator as,

S+(q) =
∑

k
c†k,↑ck+q,↓ , S−(q) =

∑
k
c†k,↓ck+q,↑ , Sz(q) =

∑
k

[c†k,↑ck+q,↑ − c†k,↓ck+q,↓].

(1.6.3)

Transverse and longitudinal susceptibilities are defined as (unit ~ = 1),

χ+−(q, τ − τ ′) =
〈
TτS+(q, τ)S−(−q, τ ′)

〉
, χzz(q, τ − τ ′) =

〈
TτSz(q, τ)Sz(−q, τ ′)

〉
.

(1.6.4)

The Green’s function of the electron is [21]

Gk,σ(τ − τ ′) = −
〈
Tτck,σ(τ)c†k,σ(τ ′)

〉
. (1.6.5)

Substituting the Green’s function formula in Eq. (B.0.16), we obtain,

χ+−(q, τ − τ ′) = −
∑

k
Gk−q,↑(τ ′ − τ)Gk,↓(τ − τ ′), (1.6.6)

χzz(q, τ − τ ′) = −
∑

k,σ=↑↓
Gk−q,σ(τ ′ − τ)Gk,σ(τ − τ ′).

(1.6.7)

By expanding the interaction term of the Hamiltonian in Eq.(1.6.2) into different
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Figure 1.14: Feynman diagrams of the Hubbard model for the spin-fluctuation me-
diated pairing strength. The incoming and outgoing solid lines represent fermionic
operators, and the dashed line represents Coulomb interactions U . The circle on
the left side of the figure is the effective interaction vertex potential. To the right
side of the figure, the first diagram is the bare interaction, the second and fourth
diagram is the second and third-order ladder diagrams, and the third diagram is
called bubble diagram.
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interaction channels, [see Fig. 1.14] we obtain spin-fluctuation potential, [for detail
calculation see Appendix B ]

ΓRPA(k′,k) = U + ΓRPALadder(k′ + k) + ΓRPABubble(k′ − k),

= U + U2χ+−(k′ + k)
1− Uχ+−(k′ + k) + U3(χzz(k′ − k))2

1− U2(χzz(k′ − k))2 ,

= U + U2χ+−(k′ + k)
1− Uχ+−(k′ + k) + U2

2

[
χzz(k′ − k)

1− Uχzz(k′ − k) −
χzz(k′ − k)

1 + Uχzz(k′ − k)

]
,

= U + U2χs(k′ + k) + U2

2 [χs(k′ − k)− χc(k′ + k)]. (1.6.8)

Where χs and χc are spin susceptibility and charge susceptibility, respectively,
within random phase approximations (RPA). In the paramagnetic phase, χzz and
χ+− are given by Lindhard susceptibility,

χ0(q, iωn) = 1
ΩBZ

∑
k

f(ξk+q)− f(ξk)
ξk+q − ξk − iωn

. (1.6.9)

Where ΩBZ is the area of BZ and ωn is the bosonic Matsubara frequency. In the
static case, Matsubara frequencies are neglected in the calculation.

Singlet potential
The singlet effective potential is given as [78, 79],

Vsinglet(k,k′) = 1
2

[
ΓRPA(k′,k) + ΓRPA(−k′,k)

]
,

= 1
2

[
2U + U2

2

(
3χs(k− k′)− χc(k− k′)

)
+ U2

2

(
3χs(k + k′)

−χc(k + k′)
)]
,

= 1
2

[
Γsinglet(k− k′) + Γsinglet(k + k′)

]
. (1.6.10)

Where Γsinglet is given as,

Γsinglet(k− k′) = U + U2

2

[
3χs(k− k′)− χc(k− k′)

]
(1.6.11)
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Triplet potential
The effective triplet potential is given by [79],

Vtriplet(k,k′) = 1
2

[
ΓRPA(k′,k)− ΓRPA(−k′,k)

]
= −U

2

2

[
χs(k− k′) + χc(k− k′) + χs(k + k′) + χc(k + k′)

]
= 1

2

[
Γtriplet(k− k′) + Γtriplet(k + k′)

]
(1.6.12)

Where Γtriplet is given as,

Γtriplet(k− k′) = −U
2

2

[
χs(k− k′) + χc(k− k′)

]
(1.6.13)

The singlet and triplet pairing potential given in Eq. (1.6.11) and Eq. (1.6.13)
respectively depends upon the the Lindhard susceptibility, χ0 [see Eq. (1.6.9).
The divergence of χ0 at the nesting vector gives a strong peak in the RPA spin
susceptibility and corresponding pairing potential. Due to the factor (1 − Uχ0)
in the denominator in spin susceptibility enhanced due to nesting, but charge
susceptibility suppressed due to presence of (1+Uχ0) in the denominator of charge
susceptibility. Hence, we can say that the dominant effect to the spin-fluctuation
potential comes from RPA spin-spin correlation function, spin channel, and charge
channel is suppressed. This spin-fluctuation mediated pairing is believed to be the
possible pairing mechanism in cuprates where Mott antiferromagnetic phase is in
proximity with the superconductivity.
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1.6.2 Spin-fluctuation potential in the multi-band Hub-
bard model

We consider a multi-band Hubbard model [80],

H =
∑

α,βk,σ
ξα,β(k)c†k,α,σck,β,σ +

∑
α

∑
k,k′,q

Uαc
†
k,α,↑c

†
k′,α,↓ck′−q,α,↓ck+q,α,↑

+
∑
α<β

∑
σ,σ′

∑
k,k′,q

[
Vα,βc

†
k,α,σc

†
k′,β,σ̃ck′−q,β,σ̃ck+q,α,σ +

(
Vα,β − JH

)
c†k,α,σ

c†k′,β,σck′−q,β,σck+q,α,σ

]
+
∑
α<β

∑
σ,σ′

∑
k,k′,q

JHc
†
k,α,σc

†
k′,β,σ̃ck′−q,α,σ̃ck+q,β,σ.

(1.6.14)

Here, c†k,α,σ and ck,β,σ are creation and annihilation operator for electron in orbital
α and β. k is the crystal momenta and σ is the ↑ or ↓ spin index, σ̃ is opposite of σ.
In the multi-orbital model, Coulomb interaction U of the one-band model becomes
an tensor of Uα, intra-orbital Coulomb interaction, Vα,β inter-orbital Coulomb
interaction and JH , Hund’s coupling. We define a interaction tensor, Ũs/c for charge
(c) and spin (s) fluctuations in the multi-orbital Hubbard model as [71, 80, 81]:

Ũα,α
s,α,α = U , Ũβ,β

s,α,α = 1
2JH , Ũα,β

s,α,β = 1
4JH + V , (1.6.15)

Ũα,α
c,α,α = U , Ũβ,β

c,α,α = 2V , Ũα,β
c,α,β = 3

4JH − V. (1.6.16)

All other components (e.g. pair hopping) of Ũ are zero.

We now generalise the one-band spin-fluctuation potential in multi-orbital case.
The spin operator for the orbital α:

S+
α (q) =

∑
k
c†k,α,↑ck+q,α,↓ , S−α (q) =

∑
k
c†k,α,↓ck+q,α↑ ,

Szα(q) =
∑

k
[c†k,α,↑ck+q,α,↑ − c†k,α,↓ck+q,α,↓] (1.6.17)
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Similarly, transverse and longitudinal susceptibilities are given by,

[
χ+−(q, τ − τ ′)

]γ,δ
α,β

= −
∑

k
Gk−q,α,β,↑(τ ′ − τ)Gk,γ,δ,↓(τ − τ ′), (1.6.18)

[
χzz(q, τ − τ ′)

]γ,δ
α,β

= −
∑

k,σ=↑↓
Gk−q,α,β,σ(τ ′ − τ)Gk,γ,δ,σ(τ − τ ′).

(1.6.19)

The single-particle Green’s function in the orbital basis is defined as, [81]

Gk,α,β,σ(τ − τ ′) = −
〈
Tτck,α,σ(τ)c†k,β,σ(τ ′)

〉
. (1.6.20)

A unitary transformation (U) can diagonalize the non-interacting part of the
Hamiltonian Eq. (1.6.14), into band basis (ν), ck,α,σ = ∑

ν Uναγk,ν,σ. The orthogo-
nality condition of the eigenvectors are satisfied by, ∑α Uνα[Uν′α ]† = δνν′ .

In Matsubara frequency space, the Green’s function is given by,

Gk,α,β,σ(ikn) =
∑
ν

φνα(k)φ†νβ (k)
ikn − Eν(k) , (1.6.21)

where, φνα(k) andEν(k) are the eigenfunction and eigenvalues of the non-interacting
Hamiltonian Eq.(1.6.14), φ† is the Hermitian conjugate of φ. The non-interacting
density-density response function is known as Lindhard susceptibility, which we
define in Eq. (1.6.9), now for the multi-orbital case we get,

[χ0(q)]γδαβ = − 1
ΩBZ

∑
k,νν′

φνβ(k)φν†α (k)φν′δ (k + q)φν′†γ (k + q)

× f(Eν′(k + q))− f(Eν(k))
Eν′(k + q)− Eν(k) + iε

. (1.6.22)

RPA spin and charge susceptibilities are,

χ̃s/c(q) = χ̃0(q)
(
Ĩ∓ Ũs/cχ̃0(q)

)−1
, (1.6.23)
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where Ĩ is the unit matrix. χ̃s/c are the density-density correlators (tensors in the
same orbital basis) for the spin and charge density channels.

By expanding the interaction term to multiple interaction channels [see Fig. 1.14],
and collecting the terms which give a pairing interaction (both singlet and triplet
channels are considered) we obtain the effective pairing potential, Γγδαβ(q) as[71,
72, 73, 74] The pairing potentials in the singlet (Γ̃s) and triplet (Γ̃t) channels are,

Γ̃s(q) = 1
2
[
3Ũsχ̃s(q)Ũs − Ũcχ̃c(q)Ũc + Ũs + Ũc

]
, (1.6.24a)

Γ̃t(q) = −1
2
[
Ũsχ̃s(q)Ũs + Ũcχ̃c(q)Ũc

]
. (1.6.24b)

The strong FS nesting features captured within the Lindhard susceptibility in
Eq. (1.6.22) is automatically translates into strong peaks in the RPA susceptibil-
ities in Eq. (1.6.23). The RPA denominator for the spin channel, having value
< 1, enhances the FS nesting strength in the bare susceptibility χ̃0(q). On the
other hand, the RPA denominator for the charge channel is > 1 suppressing the
charge fluctuations. In addition, the zeros of the RPA denominator for the spin
can render new collective modes with dispersion defined by Ĩ = Ũsχ̃0(q). These
are called magnon peaks and are strongly suppressed in the optimal hole doping
region of YBCO, being away from the AFM critical point.[3, 82, 83]. Finally, all
the strong FS nesting features in the RPA susceptibilities directly enter into the SC
pairing channels through Eqs. (1.6.24a), and (1.6.24b) and determine the pairing
symmetry accordingly.

Interacting part of the Hamiltonian Eq. (1.6.14) becomes,

Hint ≈
1

Ω2
BZ

∑
αβγδ

∑
kq,σσ′

Γγδαβ(q)c†ασ(k)c†βσ′(−k)cγσ′(−k− q)cδσ(k + q).

(1.6.25)

σ′ = ±σ give triplet and singlet pairing channels, respectively. Eq. (1.6.25) gives
the pairing interaction for pairing between orbitals. However, we solve the BCS
gap equation in the band basis. To make this transformation, we make use of
the unitary transformation, ck,α,σ = ∑

ν Uναγk,ν,σ, for all k and spin σ. With this
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substitution we obtain the pairing interaction Hamiltonian in the band basis as

Hint ≈
∑
νν′

∑
kq,σσ′

Γ′νν′(k,q
1

Ω2
BZ
γ†νσ(k)γ†νσ′(−k)γν′σ′(−k− q)γν′σ(k + q).

(1.6.26)

The same equation holds for both singlet and triplet pairing and thus henceforth
we drop the corresponding symbol for simplicity. The band pairing interaction
Γ′νν′ is related to the corresponding orbital one as,

Γ′νν′(k,q) =
∑
αβγδ

Γγδαβ(q)φν†α (k)φν†β (−k)φν′γ (−k− q)φν′δ (k + q) (1.6.27)

We define the SC gap in the νth-band as

∆ν(k) = − 1
ΩBZ

∑
ν′,q

Γ′νν′(k,q) 〈γν′σ′(−k− q)γν′σ(k + q)〉 , (1.6.28)

where the expectation value is taken over the BCS ground state. In the limit
T → 0 we have 〈γνσ(−k)γνσ(k)〉 → λ∆ν(k), with λ is the SC coupling constant.
Substituting this in Eq. (1.6.28), we get

∆ν(k) = −λ 1
ΩBZ

∑
ν′,q

Γ′νν′(k,q)∆ν′(k + q). (1.6.29)

This is an eigenvalue equation of the pairing potential Γ′νν′(q = k − k′) with
eigenvalue λ and eigenfunction ∆ν(k). The k-dependence of ∆ν(k) dictates the
pairing symmetry for a given eigenvalue. While there are many solutions (as
many as the k-grid), however, we consider the highest eigenvalue since this pairing
symmetry can be shown to have the lowest Free energy value in the SC state.[72].



Chapter 2

Novel attractive pairing
interaction in heavy fermions

2.1 Introduction

The first HF superconductor CeCu2Si2[11] was widely believed to be an unconven-
tional superconductor.[84, 85, 86, 87] Subsequently, more HF superconductors,[2]
followed by cuprate, and pnictide superconductors are discovered to feature un-
conventional pairings with either nodal d-wave, or nodeless but sign-reversal s±-
pairing symmetry, or their various irreducible combinations.[4] In particular, it
is widely argued by various groups that the vertex correction due to valence-
fluctuation exchange can directly mediate a pairing channel,[86, 88, 89] or can
augment pairing strength arising from other sources[90, 91]. Kondo coupling can
induce various unconventional pairings.[87, 92, 93, 94, 95, 96, 97] Following the
overwhelming evidence of conventional pairing symmetry, the electron-phonon cou-
pling problem with strong Coulomb interaction is revisited recently.[80, 91, 98] In
general, electron-phonon coupling, if present, can be overturned by the strong on-
site Coulomb repulsion in the HF quasiparticles exhibiting effective mass ∼ 103

times the bare mass.
However, the pairing symmetry, and the pairing mechanism in the first-discovered

HF compound CeCu2Si2 are recently called into questions. Earlier reports of nu-
clear quadrupole resonance (NQR) data revealed a T 3 behavior in the relaxation

41
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Figure 2.1: Experimental phase diagram of CeCu22Si2. The AFM and SC tran-
sition temperature variation is shown as afunction of relative pressure. For pure
CeCu22Si2 pc1 is 0.4 GPa. We replot the figure by using the data given in paper
[112].

rate without a coherence peak, suggesting the presence of line nodes in the SC gap
structure.[99, 100, 101] Observation of four-fold modulation in the upper critical
field Hc2 in CeCu2Si2 can predict a point-node d-wave pairing state[102], provided
the FS anisotropy is small enough to cause the same modulation.[103] Finally, the
observation of a spin resonance in the SC state by inelastic neutron scattering
measurement[104] can be interpreted as to arise from sign-reversal of the SC gap if
the resonance peak is very sharp and its energy lies within the SC gap amplitude.
More recently, counter-evidence of fully gapped superconductivity are obtained
in various measurements including point-contact tunneling spectroscopy,[105, 106]
specific heat,[107, 108, 109] magnetic penetration depth,[109, 110] and thermal
conductivity[109]. The field-angle dependence of the specific heat data also shows
no evidence of gap anisotropy.[108] Furthermore, the observed robustness of su-
perconductivity to disorder supports the absence of sign-reversal in the pairing
symmetry scenario.[109, 111] These results collectively signal towards a conven-
tional, isotropic pairing symmetry in CeCu2Si2.

CeCu2Si2 has an interesting phase diagram [see Fig. 2.1] exhibiting two SC
domes under pressure, with an AFM QCP lying beneath the first SC dome, while
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a valence fluctuation critical point is possibly present at the second dome.[112, 113,
3] The valence fluctuation, which is ubiquitous in HF compounds, can promote
superconductivity with unconventional pairing mechanism.[85, 86, 88, 89, 112,
113].

Our present work is motivated by the question: Can there be other source of at-
tractive potential for superconductivity in general? Here, we provide a new mech-
anism of attractive potential originating from the interplay between the Coulomb
interaction and valence fluctuations. The physical picture is illustrated in Fig. 2.2.
When the Coulomb interaction is strong on the f -electron’s site, double f -electron’s
occupancy is prohibited. Within the field theory view, a singly occupied f -electron
site is annexed with an unoccupied f -state − a bosonic holon field − which repels
another f -electrons to occupy the state. However, the unoccupied f -site can be
occupied by a conduction electron since the presence of valence fluctuation channel
allows mutation between the f - and conduction electrons. Remarkably, we show
here that the doubly occupied state with f - and conduction electrons condense like
a Cooper pair. Mathematically, as we integrate out the boson fields (unoccupied
holons), we obtain a robust, new attractive potential channel between the conduc-
tion electrons and singly occupied f -sites, naturally commencing onsite, constant
sign, s-wave like superconductivity. Conceptually, this process is somewhat analo-
gous to the theory of meson mediated attractive nuclear force, except here the at-
traction commences between onsite electrons. We formulate the corresponding the-
ory of superconductivity, and find excellent agreement with the recently observed
fully gap, constant sign gap features in CeCu2Si2, [105, 106, 107, 108, 109, 110, 111]
as well as in the Yb-doped CeCoIn5 superconductors[114]. We predict definite re-
lationship between SC Tc and valence fluctuation (coherence) temperature TK, and
other unique properties of the present theory.
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Figure 2.2: Illustration of the valence fluctuation mediated attractive potential.
(a) The unoccupied state (holon) in each valence fluctuation term can attract an-
other conduction electron through the valence fluctuation channel. The conjugate
process also occurs simultaneously. Wavy lines depict conduction electrons (c, c†),
while filled (f̄ , f̄ †)) and open (e, e†) circles give singly occupied and unoccupied
f -sites, respectively. Bar symbol over f -operators emphasize that they are single-
f -electrons occupied states. Arrows dictate valence fluctuation channels. (b) As
we integrate out the unoccupied states (e, e†), we obtain an effective interaction
V < 0, forming Cooper pair between the single site f̄ -electron and conduction c
electron.

2.2 Field theory treatment of the hole states and
effective attractive potential

The Hamiltonian of the slave-boson model is given by,

H =
∑
k,σ

ξkc
†
kσckσ + ξ̄f

∑
m

f̄ †mf̄m + ωee
†e+

∑
k,σ,m

(
vkc
†
kσe
†f̄m + v†kf̄

†
meckσ

)
.

(2.2.1)

We discussed this Hamiltonian in the previous chapter, Eq. (1.3.41). Here, we
ignore the constant ωe term of Eq. (1.3.41), which is a constant shift of the energy
state. The action of the Hamiltonian in Eq. (2.2.1) is broken into four components,

S = Sc + Sf̄ + Se + Sv, (2.2.2)
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where

Sc =
∫
dτ

∑
k,σ

c̃kσ(τ)(∂τ + ξk)ckσ(τ), (2.2.3)

Sf̄ =
∫
dτ

∑
m

˜̄fm(τ)(∂τ + ξ̄f )f̄m(τ), (2.2.4)

Se =
∫
dτ ẽ(τ)(∂τ + ωe)e(τ), (2.2.5)

Sv =
∫
dτ

∑
k,σ,m

(
vkc̃kσ(τ)ẽ(τ)f̄m(τ) + h.c.

)
. (2.2.6)

Here ẽ, e are bosonic coherent states and ˜̄f, f̄ , c̃, c are Grassmann variables for
singly occupied f -states, and conduction electrons respectively (‘tilde’ means con-
jugation). τ is imaginary time axis. Thermodynamic properties of the system can
be calculated from the partition function Z = Tre−S , where the trace is taken
over all degrees of freedom of the system. We obtain an effective action Seff by
integrating out the bosonic variables ẽ, e as

Z =
∫
D[c̃, c]D[ ˜̄f, f̄ ]D[ẽ, e]e−Sc−Sf̄−Se−Sv ,

=
∫
D[c̃, c]D[ ˜̄f, f̄ ]e−Sc−Sf̄

∫
D[ẽ, e]e−Se−Sv ,

=
∫
D[c̃, c]D[ ˜̄f, f̄ ]e−Seff [c̃,c, ˜̄f,f̄ ], (2.2.7)

where

Seff = Sc + Sf̄ − ln
∫
D[ẽ, e]e−Se−Sv . (2.2.8)

It is easier to perform the τ integration in the Matsubara frequency space. The
Fourier transformation to the Matsubara frequency domain of the e(τ) variable
gives e(τ) = 1√

β

∑
n en exp (−iωnτ), where iωn is bosonic Matsubara frequency

and en = e(iωn). In the Matsubara space, we get

Se = −
∑
n

ẽn(Ge)−1(iωn)en, (2.2.9)

where Ge is the bare Green’s function for the en-states: (Ge)−1 = iωn − ωe.
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Next we define a bosonic hybridization field ρkσm as

ρkσm(τ) = c̃kσ(τ)f̄m(τ), (2.2.10)

whose Fourier component is ρkσm(τ) = 1√
β

∑
n ρkσm,n exp (−iωnτ), where ρkσm,n =

ρkσm(iωn) with iωn being the bosonic Matsubara frequency. Hence we can express
the hybridization action as

Sv =
∫ β

0
dτ

∑
k,σ,m

(vkẽ(τ)ρkσm(τ) + v∗kρ̃kσm(τ)e(τ)) ,

=
∑

k,σ,m

∑
n

(vkẽnρkσm,n + v∗kρ̃kσm,nen) . (2.2.11)

Interestingly, now in Eqs. (2.2.9),(2.2.11) the integration over τ -variable is replaced
with summation over discrete Matsubara frequencies n. Let us say at a given
temperature we have N number of Matsubara frequencies. So we define a bosonic
spinor E = (e1, e2, ..., eN)T , and Ẽ = (ẽ1, ẽ2, ..., ẽN). Similarly, we define a vector
for the hybridization field as V = (v1, v2, ..., vN)T , Ṽ = (ṽ1, ṽ2, ..., ṽN) where
vn = ∑

kσm vkρkσm,n, and ṽn = ∑
kσm v

∗
kρ̃kσm,n. Finally, we define a diagonal matrix

G−1 for the inverse Green’s function (Ge)−1 in Eq. (2.2.9), whose components are
G−1
nn = (Ge)−1 = iωn − ωe. Hence we can express Eqs. (2.2.9),(2.2.11) respectively

as

Se = − Ẽ ·G−1 · E, (2.2.12)

Sv = Ẽ ·V + Ṽ · E. (2.2.13)

Therefore, the last term of Eq. (2.2.8) can be evaluated as
∫
D[Ẽ,E]e−Se−Sv = πNdet G−1e−[Ṽ·G−1·V]. (2.2.14)

(We ignored some irrelevant constant factors). The factor of the exponent on the
right hand side of Eq. (2.2.14) can now be evaluated rigiously. In T → 0 limit, the
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Matsubara frequencies span from n = −∞ to ∞. Hence we obtain,

Ṽ ·G−1 ·V

= −
∑

k,σ,m
k′,σ′,m′

∞∑
n=−∞

v∗kρ̃kσm,n
1

−iωn + ωe
vk′ρkσ′m′,n

=
∑

k,σ,m
k′,σ′,m′

∞∑
n=0

v∗kvk′
2ωe

(iωn)2 − ω2
e

ρ̃kσm,nρkσ′m′,n

=
∑

k,σ,m
k′,σ′,m′

∞∑
n=0

Vkk′
˜̄fm(iωn)ck,σ(iωn)c̃k′,σ′(iωn)f̄m′(iωn).

(2.2.15)

In the last equation, we have substituted the hybridization field into fermionic field
from Eq. (2.2.10). The effective potential is

Vkk′ = v∗kvk′
2ωe

(iωn)2 − ω2
e

. (2.2.16)

So we obtain effective interacting Hamiltonian as,

Heff =
∑
k,σ

ξkc
†
kσckσ + ξ̄f

∑
m

f̄ †mf̄m +
∑

kk′,σσ′,mm′
Vkk′ c

†
kσf̄mf̄

†
m′ck′σ′ .

(2.2.17)

Usually, the chemical potential is used to fix the total number of particles
of the entire system. In our theory, we assume a fixed number of electrons at
every site. The number operator at every site commutes with the Hamiltonian.
This, naturally gives a local chemical potential denoted by ωe in our theory. The
chemical potential acts as a local gauge field. We assume no spatial dependence
of the gauge field. In the presence of a uniform gauge field, all holons condensate
to the same frequency.

Spin conservation leads to σ +m = σ′ +m′.
The most impressive aspect of the above result lies in the form of the effective
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potential

Vkk′(iωn) = vkv
†
k′

2ωe
(iωn)2 − ω2

e

, (2.2.18)

where iωn is the bosonic Matsubara frequency. In what follows, in the low energy
limit iωn < ωe and ωe > 0 (since holon’s energy is generally positive), Eq. (2.2.18)
produces an attractive potential. This is one of our principle results of this work.
As in the case of the BCS theory,[6] we consider here the static limit iωn → 0
limit, yielding

Vkk′ = −2vkv
†
k′

ωe
< 0. (2.2.19)

We interpret the origin of attractive potential as following. Each valence fluc-
tuation process generates (or annihilates) a boson field e† (e), whose job is to
prohibit double occupancy on the f -sites. However, the unoccupied states or
holons can attract another conduction electron (and vice versa), i.e., they trigger
another valence fluctuation process. The two valence fluctuations process can be
tied together to generate an effective interaction potential, which turns out to be
attractive at low-energy [see Fig. 2.2].

For a generic attractive potential, the pair correlation function has a logarithm
divergence with temperature (see 2.4.1), and we have a SC ground state. Looking
at Eq. (2.2.17), we find that the Cooper pairs form here between the conduction
electron and singly occupied f̄m-site with the SC gap parameter defined as

∆k = 2vk

ωe

∑
k′
v†k′〈ck′σf̄m〉. (2.2.20)

Here we make few observations. (i) This is an inter-band pairing between the
spin-1

2 conduction electron and single-site f -electron with m multiplet. (ii) The
k−dependence of the SC gap is solely determined by that of the hybridization term
vk in Eq. (2.2.19). (iii) This is a finite-momentum pairing, but unlike the Fulde-
Ferrel-Larkin-Ovchinnikov state (FFLO) or the pair density wave state, here the
Cooper pair solely absorbs the conduction electron’s momentum. (For dispersive,
narrow f -band, which is often the case in many HF systems, Cooper pairs can
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have zero center-of-mass momentum.) (iv) The SC state, in general, does not
have the particle-hole symmetry, unless at ξk = ξ̄f . (v) Symmetry of the Cooper
pairs is dictated by the values of m, σ, and the parity of Vkk′ . In CeCu2Si2, the
hybridization occurs between the Ce-f and Ce-d orbitals of the same Ce-atom,[115]
and thus the hybridization potential can be considered as onsite, i.e., vk = v. For
onsite hybridization, one expects a spin-singlet pair for m = ±1/2 (or higher order
antisymmetric spin component if |m| > 1/2). For an attractive potential, spin-
singlet, onsite (s-wave) pairing state has the highest eigenvalue as obtained in the
BCS case as well.[6]

2.3 Mean-field results and critical phenomena

So far, we have obtained all results exactly. We now invoke the mean-field theory
for superconductivity. The effective mean-field Hamiltonian reads

HMF =
∑
kσ
ξkc
†
kσckσ + ξ̄f

∑
m

f̄ †mf̄m +
∑
kσm

∆kf̄
†
mc
†
kσ + h.c..

(2.3.1)

We use the Nambu-Gorkov basis ψk = (ckσ f̄ †m)T , in which the mean-field
Hamiltonian (Eq. (2.3.1)) reads

HMF(k) = ξ−k I2×2 + ξ+
k σz −∆kσx, (2.3.2)

where σi are the 2× 2 Pauli matrices and I2×2 is a unit matrix. ξ±k = (ξk ± ξ̄f )/2.
The BdG eigenvalues are

E±k = ξ−k ± E0k, with E0k =
√

(ξ+
k )2 + |∆k|2. (2.3.3)

The Bogoliubov operators for the two eigenvalues E±k are
 φ+

k

(φ−k )†

 =
α+

k −α−k
α−k α+

k

ckσ

f̄ †m

 . (2.3.4)
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where

(α∓k )2 = 1
2

(
1∓ ξ+

k
E0k

)
, (2.3.5)

Evaluating the self-consistent gap equation from Eq. (2.2.20), we get Eq. (2.3.6).
The corresponding self-consistent gap equation is,

∆k = 2vk

ωe

∑
k′
v∗k′

∆k′

4E0k′

∑
ν=±

ν tanh
(
βEν

k′

2

)
. (2.3.6)

ν = ± are the two quasiparticle bands: E±k = ξ−k±E0k, where E0k =
√

(ξ+
k )2 + |∆k|2,

and ξ±k = (ξk ± ξ̄f )/2. β = 1/kBT .

2.3.1 Transition temperature Tc

For the attractive potential, onsite pairing is more favorable. Hence we set Vkk′ =
−2|v|2/ωe. In this case, superconducting transition temperature Tc can be obtained
by taking the limits of ∆→ 0, which renders E+

k → ξk, E−k → −ξ̄f , E0k → |ξk+ξ̄f |
2 .

From Eq. (2.3.6) we obtain

1 = λ
∫ D

−D

dξ

2(ξ + ξ̄f )

[
tanh

(
βcξ

2

)
+ tanh

(
βcξ̄f

2

)]
, (2.3.7)

where we have substituted λ = 2N |v|2/ωe. βc = 1/kBTc. The first integral in
Eq. (2.3.7) is a tricky one. In the limit of D >> ξ̄f , we can approximately evaluate
this integral. The first integral of Eq. (2.3.7) gives

I1 ≈ λ ln
 2Dγ√

ξ̄2
f + (2kBTc)2

 , (2.3.8)

where Dγ = 2Dγ/π with γ = 1.78 being the Euler constant. The second integral
is trivial to evaluate which gives

I2 = λ tanh
(
βcξ̄f

2

)
ln
∣∣∣∣∣ D + ξ̄f

−D + ξ̄f

∣∣∣∣∣ . (2.3.9)
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In the limit of D > ξ̄f , I2 → 0. Therefore, we are left with I1 = 1, which gives,

(kBTc)2 = D2
γe
−2/λ −

ξ̄2
f

4 , (2.3.10)

Eq. (8) in the main text is obtained from the above equation.

2.3.2 SC gap amplitude

Next we take the T → 0 limit in Eq. (2.3.6). In this limit, we get tanh(βE
±
k

2 )→ ±1.
Hence we are left with

1 = λ
∫ D

−D

dξ√
(ξ + ξ̄f )2 + 4∆2

,

= λ ln

√

(D + ξ̄f )2 + 4∆2 +D + ξ̄f√
(D − ξ̄f )2 + 4∆2 −D + ξ̄f

 ,
≈ λ ln

 2(D + ξ̄f )√
(D − ξ̄f )2 + 4∆2 −D + ξ̄f

. (2.3.11)

In the last equation above, we assumed D >> ∆. Solving Eq.(2.3.11)

∆ = D̄e−
1

2λ
[
1 + re−

1
λ

]1/2
,

(2.3.12)

where D̄ =
√
D2 − ξ̄2

f , and r = (D+ξ̄f )/(D−ξ̄f ). In the weak coupling limit λ→ 0,
we get ∆ → D̄e−

1
2λ (notice the factor of 2λ in the exponent) while in the strong

coupling limit, we obtain the BCS-type formalism of ∆→
√
D2 + ξ̄2

fe
− 1
λ ≈ De−

1
λ .

2.3.3 Numerical solution of SC gap and transition temper-
ature

In the case of onsite hybridization vk = v, the k-dependence of the pairing potential
is removed. This gives Vkk′ = −2|v|2

ωe
with ωe > 0, leading to a ‘conventional’ s-wave

pairing symmetry ∆k = ∆. Taking advantage of the onsite attractive potential,
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Figure 2.3: SC phase diagram with respect to valence fluctuation potential v
and renormalized f -electron’s energy ξ̄f . (a), The SC transition temperature Tc
is plotted in the v − ξ̄f space, scaled with respect to the conduction electron’s
bandwidth D. We set ξf/D = −0.1. The white region for small values of v gives
the SC-forbidden region (Eq. (2.3.15)). (b), SC gap amplitude ∆ (at T = 0) plotted
in the same parameter space. Above the critical value of v, both Tc and ∆ grows
with v2 as in Eq. (2.3.13). Interestingly, optimal superconductivity commences at
a finite value of ξ̄f where all the holon boson fields condense to ωe → 0, and the
pairing potential V →∞.
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and s-wave pairing channel, we can solve Eq. (2.3.6) analytically. Solutions of
Eq. (2.3.6) in the two asymptotic limits of T → 0, and ∆ → 0 yield the gap
amplitude ∆ and Tc as

∆ = D̄e−
1

2λ
[
1 + re−

1
λ

]1/2
,

kBTc = Dγe
− 1
λ

1−
(
ξ̄f

2Dγ

)2

e
2
λ

1/2

, (2.3.13)

where D̄ =
√
D2 − ξ̄2

f , Dγ = 2Dγ/π and r = (D + ξ̄f )/(D − ξ̄f ), with γ being
the Euler constant, and D = 1/2N , and N are bandwidth and DOS of conduction
electrons at the Fermi level. We obtain above Tc relation from Eq.(2.3.10).

The SC coupling constant is defined as

λ = 2N |v|2
ωe

= 2|η|−1NJK, (2.3.14)

where JK = |v|2/|ξf | is the Kondo coupling constant. η is defined below Eq. (2.2.1).
The first terms before the parenthesis in both ∆ and Tc are the usual BCS solutions,
while the correction terms within the parenthesis have important consequences.
The correction term in Eq. (2.3.13) suggests that superconductivity arises above
a critical value of the coupling constant

1
λ
< ln

(
2Dγ

|ξ̄f |

)
. (2.3.15)

This implies that there exists a lower critical value of the hybridization vc above
which superconductivity is possible. Since v is related to the coherence tempera-
ture TK, we show below that the above constraint translates into a lower limit for
TK to produce superconductivity. This result is in contrast to the BCS result where
any infinitesimal electron-phonon coupling is sufficient for finite Tc. Interestingly,
the BCS ratio ∆/kBTc is not a universal constant here, even in the weak coupling
limit. In the limit of D >> ξ̄f , we recover BCS-type behavior of ∆ → De−1/2λ,
and kBTc → Dγe

−1/λ, with ∆/kBTc → 1.73e1/2λ, suggesting a strong coupling limit
of the superconductivity.

Plots of ∆ and Tc as a function of v and ξ̄f are shown in Fig. 2.3. Both phase
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Figure 2.4: Relationship between Tc and TK . We demonstrate the relationship
between Tc and TK for several values of the exponent η (from Eq. (2.3.17)). In-
terestingly, Tc vanishes below some critical value of TK , where the cutoff value
decreases with decreasing η. Tc, TK are normalized to some highest values of Tc0,
TK0, respectively, for each values of η. For CeCoIn5, Yb and La dopings[116] are
known to modulate the valence fluctuation strength TK , giving an intriguingly
similar Tc versus TK relationship, as predicted by our theory in Eq. (2.3.17). Ex-
perimental values agree well for η ∼ 1− 1.5 for ξ̄f = 0.7eV.

diagrams exhibit funnel like behavior in the v−ξ̄f space. We highlight here two key
features. (i) In Tc plot we find a white region for small values v which marks the
forbidden (non-SC) region dictated by the constraint 1/v2 > (N/2ωe) ln |2Dγ/ξ̄f |
(Eq. (2.3.15)). In the rest of the regions where both ∆ and Tc are finite, we obtain
a second order phase transition with the critical exponent of 1/2. (ii) Secondly,
superconductivity is optimal at a characteristic value of ξ̄f 6= 0 (marked by arrows
in Fig. 2.3). At this point ωe → 0 (ξ̄f = ξf ) and hence the pairing potential
V →∞, stipulating maximum superconductivity. At the optimal Tc, f -electron’s
band renormalization Z → 1.
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2.3.4 Connection to coherence temperature TK.

From Eq. (2.2.18), it is evident that ωe is analogous to the Debye frequency of the
electron-phonon mechanism. The essential dependence of Tc and λ on observable
parameters such as coherence temperature TK can be derived using the saddle point
approximation [117, 118, 46]. For this case, Eq. (2.2.1) can be solved exactly,[45]
yielding kBTK = De−1/NJK . Therefore, from Eq. (2.3.14), we find that the SC
coupling constant λ depends on TK as

1
λ

= η ln
(

D

kBTK

)
. (2.3.16)

This result is consistent with the fact that the Kondo critical point prompts optimal
superconductivity as obtained in CeCu2Si2,[112] as well as in many other HF
superconductors.[85, 86, 2, 119, 120, 121] However, Tc is terminated below a critical
TK which can be obtained from Eq. (2.3.13) as

(kBTc)2 = D2
γ

(
kBTK

D

)2|η|

−
ξ̄2
f

4 , (2.3.17)

where η is the same as before. Eq. (2.3.17) is another important result of our the-
ory, which finds a surprisingly consistent agreement with experimental data (see
Fig. 2.4). We plot Tc and TK for several parameter values in Fig. 2.4. Both the crit-
ical behavior and the power-law dependence between Tc and TK agree remarkably
well with the experimental data of La, and Yb doped CeCoIn5 samples.[116]

2.4 Signatures of pairing structure.

2.4.1 Pair susceptibility

To affirm that there exists a pairing instability in Eq. (2.2.17) in the main text,
we compute the pair-pair correlation function. We consider the pair field

bk(τ) =
∑
σ,m

ckσ(τ)f̄m(τ), (2.4.1)
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where τ is the imaginary time. The pair susceptibility is defined as

χp(q, iωn) =
∫ β

0

∑
k

〈
Tτbk(τ)b†k+q(τ ′)

〉
e−iωn(τ−τ ′),

(2.4.2)

Where Tτ is the time ordered operator. Using Wick’s decomposition, we evaluate
the above average as

〈
Tτbk(τ)b†k+q(τ ′)

〉
=
∑
σ,m

Gfm(τ − τ ′)Gck,σ(τ − τ ′)δq,0,

(2.4.3)

where Gck,σ(τ − τ ′) = 〈Tτckσ(τ)c†kσ(τ ′)〉 is the conduction electron’s Green’s func-
tion, and Gfm(τ − τ ′) = 〈Tτ f̄m(τ)f̄ †m(τ ′)〉 is the Green’s function for the single site
f̄m states. In the fermionic Matsubara frequency ipn space these two Green’s func-
tions becomeGck,σ(ipn) = (ipn − ξk)−1, and Gfm(ipn) = (ipn − ξ̄f )−1. Substituting
the Green’s functions in Eq. (2.4.2), and doing the Fourier transformation we get

χp(iωn) = 1
β

∑
k,σ,m

∑
n′
Gfm(ipn′)Gck,σ(iωn − ipn′). (2.4.4)

Substituting the corresponding Green’s functions and performing the standard
Matsubara frequency summation on ipn′ , we arrive at

χp(iωn) =
∑

k

1− f(ξ̄f )− f(ξk)
ξ̄f + ξk − iωn

, (2.4.5)

f(ξ) is the Fermi distribution function. We are interested in the ω → 0, and q → 0
limits. Taking analytic continuation to the real frequency plane iωn → ω+ iδ, the
pair susceptibility becomes

χp(ω ≈ 0) = N

2

∫ D

−D
dξ

tanh(βξ̄f2 ) + tanh(βξ2 )
ξ̄f + ξ

. (2.4.6)
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Figure 2.5: Static pair susceptibility at q = 0 as a function of temperature for
different values of ξ̄f . As expected from Eq. (2.4.7) the pair correlation function
diverges at T → 0 for ξ̄f → 0.

This equation is nothing but the R.H.S. of Eq. (2.3.7), except the constant factor
V . Again in the limit of D >> ξ̄f this integral gives the solution as in Eq. (2.3.8).
Hence we get

χp(T ) = N ln
 2Dγ√

ξ̄2
f + (2kBT )2

 . (2.4.7)

Interestingly, unlike the typical BCS case, the pair correlation function does not
have a logarithmic divergence as T → 0 except in the limit of ξ̄f → 0. This is the
reason superconductivity is limited by a minimum limit of the coupling constant
λ and TK to overcome the onsite energy ξ̄f as discussed in the main text.
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Figure 2.6: Computed superfluid density as a function of temperature. The tem-
perature dependence shows a typical exponential behavior at low-T as seen in
CeCu2Si2.

2.4.2 Meissner effect

Unlike the typical Cooper pair of two conduction electrons with opposite momenta
in other types of superconductors, here we have a pairing between conduction elec-
tron and correlated singly occupied f -electrons. The conduction electrons directly
couple to the gauge field A as p′ = ~k − e

c
A. On the other hand, the f -states

do not couple to the vector potential in its localized limit. Importantly, despite
that the magnetic field couples only to the conduction electron, we find a complete
exclusion of the magnetic field at T → 0, a hallmark of superfluid state. Inter-
estingly, however, in the strongly localized limit of the f -orbitals, the Meissner
effect experiments will exhibit charge of the Cooper pair to be −e, instead of −2e
as in other Conventional Cooper pair between two itinerant electrons. Caution to
be taken in realistic HF systems, where the band structure calculation[122] shows
weak dispersion of the f -electrons, which couple to the external gauge field, and
hence may contribute to the Cooper pair charge of −2e or a value between −e to
−2e on average.
How do these Cooper pairs couple to the applied magnetic field? It is easy to envis-
age that conduction electrons directly couple to the gauge field A as p′ = ~k− e

c
A.
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On the other hand, the f -states do not couple to the vector potential in its lo-
calized limit. Therefore, important changes are expected here , in the Meissner
effects, compared to typical BCS case.
Under the magnetic field the BdG states become chiral and thus the Bogolyubov
states φ±±k and the corresponding eigenvalues E±±k for ±k are no longer the same.
Hence we treat them explicitly as:

ck↑ = αkφk+ + βkφ
†
k−, (2.4.8)

c-k↓ = αkφk− + βkφ
†
k+, (2.4.9)

αk, and βk are the coherence factors at zero magnetic field.

c†k↑ck↑ = α2
kφ
†
k+φk+ − β2

kφ
†
k−φk− + β2

k + αkβk

(
φ†k+φ

†
k− − φk+φk−

)
, (2.4.10)

c†−k↓c−k↓ = α2
kφ
†
k−φk− − β2

kφ
†
k+φk+ + β2

k + αkβk

(
− φ†k+φ

†
k− + φk+φk−

)
.

(2.4.11)

Subtracting Eq. (2.4.10) and Eq.(2.4.11)

c†k↑ck↑ − c†−k↓c−k↓ = φ†k+φk+ − φ†k−φk− + 2αkβk

(
φ†k+φ

†
k− − φk+φk−

)
.

Adding Eq. (2.4.10) and Eq.(2.4.11)

c†k↑ck↑ + c†−k↓c−k↓ = φ†k+φk+(α2
k − β2

k) + φ†k−φk−(α2
k − β2

k) + 2β2
k,

= (α2
k − β2

k)(φ†k+φk+ + φ†k−φk−) + 2β2
k. (2.4.12)

We proceed with computation of the diamagnetic (Jd) and paramagnetic (Jp)
current of the conduction electrons only. The two current operators are

Jd(q) = e2

c
a(q)

′∑
kσ

1
mk

[
c†k−qσckσ + c†−k+qσc−kσ

]
, (2.4.13)

Jp(q) = e
′∑

kσ
vk−q

[
c†k−qσckσ − c†−k+qσc−kσ

]
. (2.4.14)
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vk and mk are the velocity and effective mass, respectively, of the conduction
electron, and a is the Fourier component of the vector potential A.In the above
two equations we utilized the fact that v−k = −vk, and m−k = mk. The prime
over the summation indicate that the summation is restricted to the first quadrant
of the BZ. From Eq. (2.4.14) we get

Jp(0) = e
∑

k
~k(c†k↑ck↑ − c†−k↓c−k↓),

= e
∑

k
~k
[
φ†k+φk+ − φ†k−φk− + 2αkβk

(
φ†k+φ

†
k− − φk+φk−

)]
.

(2.4.15)

Average paramagnetic current is

〈Jp(0)〉 = e
∑

k
~k(f(E1

k)− f(E2
k)). (2.4.16)

Similarly diamagnetic current we calculate from Eq. (2.4.13)

Jd(0) = − e2

mc
a(0)

∑
k

(c†k↑ck↑ + c†−k↓c−k↓),

= −(e)2

mc
a(0)

∑
k

(
(α2

k − β2
k)(φ†k+φk+ + φ†k−φk−) + 2β2

k

)
.

(2.4.17)

Average diamagnetic current is given as,

〈Jd(0)〉 = −(e)2

mc
a(0)

∑
k

(
(α2

k − β2
k)(f(E1

k) + f(E2
k)) + 2β2

k

)
.

(2.4.18)

The corresponding change in the eigenvalue are Eν
±k = Eν

k ∓ e
c
a.vk, where ν = ±,

and a is the Fourier component of the vector potential in the momentum space.
We discuss it below.
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Effective Hamiltonian after BdG diagonalization is

Heff =
∑

k

(
E+

k φ
†
k+φk+ + E−k φk−φ

†
k−

)
. (2.4.19)

We add external perturbation to Hamiltonian Eq. (2.4.19),

H̃ = −~e
c

∑
kσ

a(0).vkc
†
kσckσ,

= −~e
c

∑
k

a(0).vk(φ†k+φk+ − φ†k−φk−).

(2.4.20)

Now BdG eigenvalues are,

E1
k = E+

k −
~e
c

a(0).vk,

E2
k = −E−k + ~e

c
a(0).vk, (2.4.21)

vk = ∂ξk/(~∂k) is the conduction band velocity with v−k = −vk. Eν
k are the

eigenvalues without the magnetic field, and hence Eν
−k = Eν

k.
In the weak magnetic field limit, this corresponds to the change in the Fermi-Dirac
distribution functions as,

f(E1
k) = f(E+

k )− (~e
c

a(0).vk)∂f(E+
k )

∂E+
k

, (2.4.22)

f(E2
k) = f(−E−k )− (~e

c
a(0).vk)∂f(−E−k )

∂E−k
. (2.4.23)

Adding Eq. (2.4.22) and Eq. (2.4.23) we obtain,

f(E1
k) + f(E2

k) = f(E+
k ) + f(−E−k )−

(~e
c

a(0).vk

)[
∂f(E+

k )
∂E+

k
+ ∂f(−E−k )

∂E−k

]
,

= 1−

(
tanh(βE

+
k

2 )− tanh(βE
−
k

2 )
)

2

−
(~e
c

a(0).vk

)[
− sech2(βE+

k
2 ) + sech2(βE−k

2 )
]
. (2.4.24)
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Paramagnetic current is given by Eq. (2.4.15)

〈Jp(0)〉 = ~e
∑

k
k
[
− 1

2

(
tanh(βE

+
k

2 )+ tanh(βE
−
k

2 )
)

+ (~eβ4c a(0).vk)
(

sech2(βE+
k

2 ) + sech2(βE−k
2 )

)]
.

(2.4.25)

Similarly diamagnetic current is given by Eq. (2.4.18)

〈Jd(0)〉 = −(e)2

mc
a(0)

∑
k

[
2β2

k +(α2
k − β2

k)
{

1−

(
tanh(βE

+
k

2 )− tanh(βE
−
k

2 )
)

2 −

~e
c

a(0).vk

(
− sech2(βE+

k
2 ) + sech2(βE−k

2 )
)}]

.

(2.4.26)

Next we take the linear response theory and within the London’s equations, we
define the penetration depth λ(T ) as λ−2

ij = −4π
c
Ji(0)
aj(0) , where J = Jp + Jd is the

total current. i, j are the spatial coordinates. This gives the final result given
in Eq. (2.4.27). This equation reduces to the typical BCS form in the case of
ξk = −ξ̄f .
Using the mean-field solution of the quasiparticle bands, the superfluid density
(inversely proportional to the magnetic penetration depth) is obtained to be

λ−2
ij (T ) = 4πe2

c2

′∑
k

 1
mij,k

1−
∑
ν

(ανk)2 tanh
(
βEν

k
2

) −β2 vikvjk
∑
ν

(ανk)2

sech2

βEν
k

2

.(2.4.27)

ν = ± for two quasiparticle bands. [Prime symbol over the summation indicates
that it is restricted within the first quadrant of the BZ, since both +k and −k
fermions are included exclusively to obtain Eq. (2.4.18), (2.4.15).] (α∓k )2 = 1

2

(
1∓

ξ+
k

E0k

)
is the coherence factors of the mean-field solutions. The numerical evaluation
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of Eq. 2.4.27 yields an exponential behavior of superfluid density as T → 0, as
shown in Fig. 2.6. This behavior is also observed experimentally in CeCu2Si2
[109, 110] as well as in Yb-doped CeCoin5[114].

2.4.3 Spin-resonance mode

For unconventional pairing symmetry, the sign-reversal of the SC gap leads to
a spin-resonance mode at ωres ≤ 2∆.[4] Such a mode is rather weak in inten-
sity and may lie above 2∆ for conventional (fixed sign) pairing symmetry.[123]
Experimentally, a resonance is observed in the SC state in CeCu2Si2 at Q ∼
(0.215, 0.215, 1.458) in r.l.u. in the energy scale of ∼0.2 meV which is roughly at
4kBTc (Tc ∼ 0.6 K).[104]

The present pairing symmetry has few interesting collective spin modes which
can explain the above experimental behavior. For the calculation of spin fluctua-
tion to be tractable we consider that the f -electrons possess spin m = ±1/2.

Nambu spinor is given by ψ = (ck↑, f̄
†
↓ , c
†
k↓, f̄↑)T . Hamiltonian in the basis can

be written as

H4×4(k) = ψ†H̃(k)ψ, (2.4.28)

where

H̃(k) =
HMF(k) 0̃

0̃ −HMF(k)

 . (2.4.29)

HMF(k) is defined in Eq. (2.3.1), 0̃ is a 2×2 null matrix.
Superconducting Green’s function is G(k, τ − τ ′) = −〈Tτψ(τ)ψ†(τ ′)〉,

G(k, τ − τ ′) =
G11(k, τ − τ ′) 0̃

0̃ G22(k, τ − τ ′)

 , (2.4.30)
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where,

G11(k, τ − τ ′) =
 Gc↑(k, τ − τ ′) F1(k, τ − τ ′)
F1†(k, τ − τ ′) Gf†↓ (k, τ − τ ′)

 , (2.4.31)

G22(k, τ − τ ′) =
Gc†↓ (k, τ − τ ′) F2†(k, τ − τ ′)
F2(k, τ − τ ′) Gf↑ (k, τ − τ ′)

 . (2.4.32)

Anomalous Green’s function is given by,

F1(k, τ − τ ′) = −〈Tτck↑(τ)f̄↓(τ ′)〉, (2.4.33)

F2(k, τ − τ ′) = −〈Tτ f̄↑(τ)ck↓(τ ′)〉. (2.4.34)

Fourier trasform of Eq. (2.4.30) is,

G(k, ikn) = 1
iknI − H̃(k)

,

=
G11(k, ikn) 0̃

0̃ G22(k, ikn)

 . (2.4.35)

The matrix elements are,

G11(k, ikn) = 1
(ikn + ξ̄f )(ikn − ξk)−∆2

k

ikn + ξ̄f −∆k

−∆k ikn − ξk

 ,
G22(k, ikn) = 1

(ikn − ξ̄f )(ikn + ξk)−∆2
k

ikn − ξ̄f ∆k

∆k ikn + ξk

 .
(2.4.36)

The matrix elements are related via,

G22(k, ikn) = −G11(k,−ikn) , G22(k, τ − τ ′) = −G11(k, τ ′ − τ). (2.4.37)
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The anomalous Green’s functions are,

F1(k, ikn) = − ∆k

(ikn + ξ̄f )(ikn − ξk)−∆2
k
,

= −αkβk

( 1
ikn − E+

k
− 1
ikn − E−k

)
, (2.4.38)

F2(k, ikn) = ∆k

(ikn − ξ̄f )(ikn + ξk)−∆2
k
,

= −αkβk

( 1
ikn + E+

k
− 1
ikn + E−k

)
. (2.4.39)

From Hermiticity we have,

F2†(k, ikn) = F2(k, ikn) , F1†(k, ikn) = F1(k, ikn) . (2.4.40)

Finally, we obtain all Green’s functions,

Gc↑(k, ikn) = ikn + ξ̄f

(ikn + ξ̄f )(ikn − ξk)−∆2
k
,

=
(

α2
k

ikn − E+
k

+ β2
k

ikn − E−k

)
, (2.4.41)

Gc†↓ (k, ikn) = ikn − ξ̄f
(ikn − ξ̄f )(ikn + ξk)−∆2

k
,

=
(

α2
k

ikn + E+
k

+ β2
k

ikn + E−k

)
, (2.4.42)

Gf↑ (ikn) =
∑

k

ikn + ξk

(ikn − ξ̄f )(ikn + ξk)−∆2
k
,

=
∑

k

(
α2

k
ikn + E−k

+ β2
k

ikn + E+
k

)
, (2.4.43)
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Gf†↓ (ikn) =
∑

k

ikn − ξk

(ikn + ξ̄f )(ikn − ξk)−∆2
k
,

=
∑

k

(
α2

k
ikn − E−k

+ β2
k

ikn − E+
k

)
. (2.4.44)

Transverse spin susceptibility:
In this case, the total spin operator can be defined as a summation over con-

duction spin and f -electrons spin:

Sq = 1
2

(∑
kαβ

c†kασαβck+qβ +
∑
αβ

f̄ †ασαβ f̄β

)
. (2.4.45)

S+(q) =
∑

k
c†k,↑ck+q,↓ + f̄ †↑ f̄↓, (2.4.46)

S−(q) =
∑

k
c†k,↓ck+q,↑ + f̄ †↓ f̄↑, (2.4.47)

where, α, β are spin indices. The transverse spin susceptibility is defined as
χ(q, τ) = 〈TτS+(q, τ)S−(−q, 0)〉. Solving in the mean-field SC state, we obtain

χ(q, iωn) =
∑

k

∑
µ,ν=±

Aµνkq
f(Eµ

k+q)− f(Eν
k)

iωn + Eν
k − E

µ
k+q

, (2.4.48)

where

Aµνkq = 1
2

(
1±

ξ+
k ξ

+
k+q + ∆k∆k+q

E0k+qE0k

)
, (2.4.49)

µ, ν = ± are the band indices, and ± in Eq. (2.4.49) corresponds to amplitude
of the oscillators for µ = ν (intra-) and µ 6= ν (inter-) quasiparticle band transi-
tion. Eq. (2.4.48) can give various collective excitations, depending on the band
structure details. We are here interested in the possible modes inside the SC gap.
Indeed, we find the solution of a localized spin-excitation in the SC state at a
wavevector which corresponds to the condition ξ+

k = −ξ+
k+Q. (Note that this is

not the condition of the conduction electron’s FS nesting). In this case, we have a
resonance at an energy
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Resonance condition:

If E−k < 0 and E+
k+q > 0 so that χ+−(k,q, ω) 6= 0. Susceptibility diverges at

q = Q

ω = E+
k+Q − E−k ,

= ξk+Q − ξk

2 +
√

(ξ+
k+Q)2 + ∆2 +

√
(ξ+

k )2 + ∆2 .

(2.4.50)

If at q = Q, ξ+
k = −ξ+

k+Q then

ω = ωres = 2
√

(ξ+
k )2 + ∆2 ,

≈ 2∆2

|ξ̄f |
. (2.4.51)

The coefficient is,

A+−
k,Q = 1

2(1− ∆2 − ξ+
k ξ
−
k√

((ξ−k )2 + ∆2)((ξ+
k )2 + ∆2)

),

= 1
2(1−

∆2 − ξ2
k−ξ

2
s

4√
(( ξk−ξs

2 )2 + ∆2)(( ξkξs
2 )2 + ∆2)

. (2.4.52)

The resonance frequency is given by,

ωres = E+
k+Q − E−k ∼

2∆2

|ξ̄f |
, (2.4.53)

we use the limit of ∆� ξ+
k . The corresponding oscillator strength of the resonance

mode is Aµ,ν 6=µkq = (ξ+
k )2/E2

0k > 0. Since ξ̄f > ∆, the resonance occurs inside the
SC gap, as observed experimentally in CeCu2Si2[104] .

2.4.4 Other measurements

The present theory of valence fluctuation mediated attractive pairing channel can
be verified in multiple ways. For example, the present theory predicts a unique
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Andreev reflection behavior. In a typical normal metal and superconductor inter-
face, as an electron tunnels from the metal into the superconductor side, it reflects
back a hole, and vice versa. In our present case, the conduction electron from the
normal metal forms a Cooper pair with a f -state in the SC sample, and thus re-
flects a f -electron to the normal metal, which can be easily probed. The reflection
probably is inversely proportional to the effective mass of the f -electron. This
means in the limit of the localized f -electron case, the Andreev reflection can be
strongly suppressed or absent. A suppression of Andreev reflection amplitude is
observed in CeCoIn5,[124] and CeCu2Si2 [105, 106].

As also mentioned in the above section, in the limit of fully localized f -orbitals
when the coupling to the external gauge field is suppressed, one may find evidence
of −e charge of the Cooper pair in such experiments. However, the band structure
effect of the f -orbitals can help coupling of the f -orbitals to the gauge field and
hence the charge of the Cooper pair on average can be observed to be somewhere
between −e to −2e in experiments.

2.5 Discussions and conclusions

Our theory demonstrates the existence of an attractive pairing potential mediated
by the interplay between Coulomb interaction and valence fluctuations. The ori-
gin of the attractive potential is the emergent boson field (holon) associated with
single-site f -states to restrict double occupancy due to strong Coulomb interaction.
The effective interaction is a result of multiple valence fluctuations: The holon
fields generated in a given valence fluctuation is absorbed in the second valence
fluctuation, and the resulting process generates an effective interaction between
the f and conduction electrons. The interaction is attractive at low-frequency and
isotropic in the case of onsite valence fluctuation process. The onsite, attractive
interaction naturally gives an isotropic, constant sign s-wave pairing channel be-
tween the single-site f -electrons, and conduction electrons.

Our result of fixed-sign, isotropic s-wave pairing channel is consistent with
numerous experimental data discussed in the introduction.[105, 106, 107, 108,
109, 110, 111] The exponential temperature dependence of point-contact tunnel-
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ing spectroscopy,[105, 106] specific heat,[107, 108, 109] thermal conductivity[109],
and penetration depth[109, 110] are naturally explained within our model. More-
over, there have been several recent evidence of two-band superconductivity in
CeCu2Si2.[107, 108, 110]. The low-temperature specific heat [109] and tunnelling
spectroscopy [105] measurement on one of the heavy fermion compounds CeCu2Si2
shows exponential temperature dependence at low-temperature, which is a signa-
ture of conventional, fully gapped, s-wave superconducting pairing symmetry. The
temperature dependence of the specific heat data is well fitted with an inter-band
SC gap as shown in Ref. [107]. We have also obtained an s-wave, fully gapped su-
perconductivity with inter-band pairing. Within the generalized mean-field theory,
this s-wave gap does produce an exponential temperature dependence in the spe-
cific heat and a fully gapped DOS as measured by tunnelling spectra. We claim our
theoretical result is consistent with these two experiments based on these general
behaviours.

It was shown that most of the above data, as well as the T 3 dependence of the
NQR data[99, 100, 101] can be fitted well with a two-band model with a simple
s-wave pairing symmetry. This is fully consistent with our theory which has a
two-band (conduction and local) behavior with s-wave pairing. Furthermore, the
proposed pairing (Eq. (2.2.20)) is a finite momentum pairing in the limit of fully
localized f -electrons, and itinerant conduction electrons. Consistently, there have
been recent evidence of finite momentum pairing state in CeCu2Si2.[125] Finally,
strong suppression of Andreev reflection amplitude in CeCoIn5,[124] and CeCu2Si2
[105, 106] are well known, suggesting the involvement of the localized f -orbitals in
the Cooper pair as in the present case.

In addition, the present theory can also explain the other three experimental
signatures which were taken earlier as evidence of unconventional, sign-reversal
pairing symmetry. (i) The T 3 dependence of the NQR relaxation rate 1/T1 be-
low Tc in CeCu2Si2 is often considered as evidence of line nodes in the SC gap
structure.[99, 100, 101] As mentioned above, a two-band model with purely s-wave
gap, as in the present case, is shown to reproduce the same power-law behavior
of 1/T1 without invoking gap nodes.[107, 108] Therefore, we anticipate our the-
ory is equally applicable here. (ii) The four-fold angular modulation of Hc2 in
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CeCu2Si2 [102] can be a signature of the SC gap anisotropy. However, it was
shown in a realistic two-band model that a strong anisotropy in Hc2 (as well as
in other quantities) can well arise solely from the FS anisotropy even for a purely
isotropic s-wave SC gap.[103] Indeed, the conduction electron’s FS is known to be
substantially anisotropic in CeCu2Si2.[122, 115]. (iii) Finally, it is known that a
spin-resonance as measured by inelastic neutron scattering experiments can arise
either from unconventional, sign-reversal pairing symmetry, or even for a fixed-sign
s-wave pairing.[123] For sign-reversal pairing gap, the spin-resonance is typically
very sharp and its energy ωres < 2∆, where ∆ is the SC gap amplitude. On
the other hand, for fixed-sign, conventional pairing, the resonance is usually very
broad, and its energy lies at ωres ≥ 2∆. The measured spin-resonance in CeCu2Si2
[104] is indeed quite broad, and the present data cannot discern if the resonance
energy lies below or above 2∆. This is because there is yet no direct measurement
of the SC gap in this compound. Moreover, our theory also predicts a novel reso-
nance mode at an energy (Eq. (2.4.53)) determined by 2∆2/ξ̄f .

We compare and contrast the concepts of the present theory with the prior
theories of ‘conventional’ pairing solutions in CeCu2Si2. Valence fluctuation medi-
ated or assisted pairing mechanism has been a steady theme of discussions in the
HF community.[85, 88, 86, 89, 112, 91, 90, 113] Miyake and Onishi [88, 89] have
proposed a phenomenological pairing vertex formula with the help of an empirical
valence fluctuation susceptibility defined near its critical point. Unlike our case,
the pairing vertex in Ref. [88] does not invoke electron-electron correlation, how-
ever, the pairing interaction is argued to be retarded when correlation in included.
On the other hand, in our case, the pairing interaction is microscopically derived
from the interplay between correlation and valence fluctuation and has a robust
solution of attractive channel at the low-energy limit. Our pairing interaction can
be considered as a generalized, dynamical Kondo interaction. If we express the
interaction in Eq. (2.2.17) in terms of local spin and conduction spin interaction,
then Vkk′(ω) can be casted as dynamical Kondo interaction JK(ω) (similar result
in the static limit can be obtained within the Schrieffer-Wolf transformation[20]).
Starting from Kondo interaction with JK < 0, a composite Cooper pair theory was
proposed where conduction electron pairs up the (chargeless) fermionic represen-
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tation of the local spin.[93, 95] Such composite pairing channel is also s-wave like
in the limit local Kondo channel. A prior quantum Monte Carlo simulation of pe-
riodic Anderson model showed the existence of s-wave pairing interaction.[92] This
gives a validation of the attractive pairing interaction we derived in Eq. (2.2.18).
Finally, we propose that a future DMFT calculation will be valuable to further
confirm the existence of the attractive paring solution in such a model.

The effective interaction term in Eq. (2.2.16) is very generic and gives mul-
tiple order parameters. In the normal state, mean-field theory, we need to consider
Hartree-Fock order parameters, ∆h(k′) = ∑

k Vkk′〈c†kσf̄σ〉, ∆c(k,k′) = Vkk′〈c†kσckσ〉,
∆f (k,k′) = Vkk′〈f̄ †σf̄σ〉. For the Kondo insulating state, ∆h opens up a hybridiza-
tion gap in the electronic spectra.

Finally, we make few remarks about the future extension of the present the-
ory. A full, self-consistent treatment of Tc, η, and TK requires an Eliashberg-type
formalism. Since Tc is significantly low in HF compounds, the present mean-field
treatment is however a good approximation for the estimates of Tc. The theory
also holds for dispersive f -electrons state as long as the corresponding bandwidth
is much lower than U . For a dispersive f -state, one can obtain a zero center-of-
mass momenta Cooper pair 〈c†kσf̄

†
−km〉. Therefore, the present theory is applica-

ble to the wider class of intermetallic and mixed valence superconductors where
narrow-band and conduction band coexist, and possess finite interband tunneling
(valence fluctuation) strength.[5] Our calculation does not include Coulomb inter-
action between the conduction and f -electrons (the Falicov-Kimball type interac-
tion). However, it is obvious that such a Coulomb interaction term will lead to a
pair breaking correction µ∗-term, in analogy with the Coulomb interaction correc-
tion to the electron-phonon coupling case (the so-called McMillan’s formula)[126].
Finally, the vertex correction to the pairing potential can be envisaged, in analogy
with the Migdal’s theory, to scale as m/M , where m, and M are the mass of the
conduction and f -electrons. Since M ∼ 103 in these HF systems, we argue that
the vertex correction can be negligible. The self-energy and vertex correction cal-
culation required full diagrammatic many-body theory calculations. We need to
do a self-consistent calculation like in the Eliashberg theory to make any precise
prediction about the self-energy corrections. Our future work will address this
issue.



Chapter 3

Prediction of f-wave pairing
symmetry in YBa2Cu3O6+x
cuprates

3.1 Introduction

In cuprate superconductors, d-wave pairing symmetry is well established in all
member materials at most of the doping ranges.[8, 73, 127, 128] Supporting evi-
dence to the d-wave pairing symmetry come from various complementary studies
including junction experiments,[129] spectroscopies fingerprints of the nodal pair-
ing states,[130, 131, 132] as well as power-law dependence in various thermody-
namical and transport measurements.[8, 128, 136, 137, 138, 139, 140, 141] There
have been few but robust contradictory evidence to the nodal SC gap in a lim-
ited doping region in several cupates. Notably, in electron-doped cuprates, in the
deep underdoped region, various measurements exhibited the presence of nodeless
SC gap, which was initially assumed to be a s-wave pairing symmetry.[142, 143,
144, 145, 146, 147, 148, 149, 150, 151] Later on, it was shown that the underly-
ing pairing state has the d-wave symmetry, however owing to the loss of FS at
the nodal region due to AFM order, the effective quasiparticle spectrum looses its
gapless features.[152, 153] Furthermore, more recently, there have been convincing
evidence of nodeless SC gap in the deep underdoped region of La-based,[154, 155]

72
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Bi-based,[156, 157, 158] Cl-based,[159] and Yb-based hole-doped cuprates.[160]
Theoretical explanation to this mechanism is still divided into whether an underly-
ing d-wave state looses its nodal state due to correlation[161, 162] or disorder,[163]
or a new pairing state arises here.[164, 165, 166, 167] However, so far there have not
been any experimental indication or theoretical prediction for an f -wave pairing
symmetry in cuprates. Oxygen doping introduces holes on the CuO2 plane states,
and YBCO6 and YBCO7 compounds represent undoped and overdoped samples,
respectively, while superconductivity arises in between these two compositions.

Prior DFT calculations[168] showed that the chain state is absent from the
Fermi level in the undoped (YBCO6) compound, while it crosses the Fermi level
for finite doping region. Photoemission measurement also exhibited the evidence of
quasi-1D chain states on the Fermi level.[133, 134, 135] Various transport measure-
ments consistently pointed out that the chain states are highly metallic.[169, 170]
Moreover, at finite dopings, the chain state strongly hybridizes with the plane
states near the magnetic zone boundary, establishing that the electron tunneling
and/or charge transfer between the chain and plane states are strong enough to
play important role on the low-energy properties of YBCO cuprates.[169, 170, 171,
172, 173, 174, 175, 176, 177, 178, 179] Recent experimental studies have achieved
selectively doping only the chain state, while the plane state maintains a fixed
doping level.[172, 176, 180].

This work is motivated by the above observations: does the chain states pro-
duce any significant changes of already established d-wave symmetry of cuprates,
and whether the metallic chain state has any effect of superconducting Tc? To un-
derstand this, we consider the doping variation of the chain state for various fixed
doping concentrations on the plane state across its optimal doping regime. We
find that for the natural doping ranges of the chain state, the pairing symmetry is
dx2−y2-wave. But as the chain doping is tuned above some electron critical value,
which is not naturally achieved in YBCO6+x single crystals, the pairing symmetry
on the plane states is changed to a f -wave pairing symmetry. The two pairing
symmetry solutions we obtain have the k-dependence form as

f−wave : ∆f = sin kx(cos kx − 3 cos ky − 2), (3.1.1a)

d−wave : ∆d = cos kx − cos ky. (3.1.1b)
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Figure 3.1: We visualize the k-dependence of the SC pairing symmetries in (a) for
f -wave (Eqs. (3.1.1a)), and in (b) for d-wave (Eq. (3.1.1b)). The colormap of red
to blue gives negative and positive signs. We did not normalize the eigenfunctions
in any of the results, since normalization gives a constant multiplication to the
eigenfunctions. This plot is shown to ease the discussion of the pairing symmetry.

Where ∆f and ∆d are superconducting order parameters. In Fig. 3.1, we plot the
pairing functions, Eqs. (3.1.1a), (3.1.1b), in the 2D BZ.

This pairing symmetry transition is linked to where the plane and chain states
are hybridized in the BZ. This conclusion is found to be robust for a wide range
of interaction strength as well as for various values of the hybridization strength
between the two layers. While the f -wave pairing symmetry has not yet been
reported for YBCO6+x samples, but with the advent of layered dependent doping
mechanism, such a pairing symmetry can be achieved in future experiments with
electron doping on the chain states.

3.2 Tight binding model

The lattice structure of YBCO is shown in Fig. 3.2. We consider a three band
model in which two CuO2 layers are interacting with an uniaxial CuO chain
state.[177, 178, 179] We work in the basis of Ψσ(k)=(cpσ(k), cp′σ(k), ccσ(k))T ,
where cασ(k) annihilates an electron on the αth layer with momentum k, and spin
σ =↑ / ↓, and the superscript α = p, p′ refers to the two planes, and α = c stands
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for the chain layer. In this spinor, the Hamiltonian reads as:

H =


ξp ξpp′ ξcp

ξ∗pp′ ξp′ ξcp′

ξ∗cp ξ∗cp′ ξc

 . (3.2.1)

(k-dependence in all terms above are suppressed for simplicity). Here ξp/p′ , and
ξc are the intra-layer dispersions within the plane and chain states, respectively.
ξpp′ and ξcp are the inter-layer hoppings between the two planes and between plane
and chain states, respectively. The corresponding dispersion terms are obtained
within the tight-binding model including nearest and various next-nearest neigh-
bor hoppings as appropriate to describe the corresponding DFT band structure
(see Refs. [177, 178]). Following the DFT result of weak kz dispersion in this
compound,[168] we neglect three-dimensional dispersion. The explicit forms of
the dispersions are,

ξp = −2t(cx + cy) + 2t′cxcy + 2t′′ (c2x + c2y)− µp, (3.2.2a)

ξc = −2tcycy − 2tcxc2x − µc, (3.2.2b)

ξpp′ = −2tpp (cx − cy)2 , (3.2.2c)

ξcp = tcp. (3.2.2d)

µp,c are the onsite potentials for the plane and chain states. We use the brief nota-
tion of ciα = cos (iα), where i dictates the inter-atomic distances in units of lattice
vectors, and α = kx,y. We obtain the tight-binding parameters by fitting to the
DFT band structure: (t, t′, t′′, tcy, tcx, tpp, tcp, µp, µc) = (0.38,−0.18, 0.25, 0.66, 0.01,
− 0.01, 0.02,−0.37,−1.15) eV. We consider the anisotropy along the a axis for the
chain band by setting tcx << tcy, giving the chain band to be very much uniaxial
along the b axis.

Within our model, the particle-hole asymmetry of the tunnelling spectra can
be explained as to arise from the particle-hole asymmetry in the non-interacting
electronic structure. This arises from the next-nearest neighbour hopping t′. This
gives a van-Hove singularity in the DOS right below the Fermi level and create the
particle-hole asymmetry. Note that the tunnelling spectra obtained at tempera-



3.2. Tight binding model 76

Figure 3.2: The lattice structure of YBCO is shown in the figure. The Unit
cell consists of CuO2 plane layers and unidirectional CuO chain layer. t and t

′

are the nearest neighbour and next-nearest neighbour hopping in the plane layer.
Interlayer hopping between chain-plane and plane-plane are indicated by tcp and
tpp respectively.



3.2. Tight binding model 77

ture above the pseudogap region also shows the particle-hole asymmetry which is
reproducible within our model.

We diagonalize the Hamiltonian in Eq. 3.2.1 and obtain three eigenvalues Eν(k)
and corresponding eigenvectors φνα(k), where ν denotes band indices, and α stands
for layer species. We assume the operator for annihilating a quasiparticle in the
νth-band with spin σ is γν,σ(k). Then the spinor in the eigenbasis is Φσ(k)=(γ1σ(k),
γ2σ(k), γ3σ(k))T .

The density operators for the ith layer for the spin σ is, niσ(q) = 1
ΩBZ

∑
k c
†
ikσcik+q,σ.

We fix the charge density for plane and chain states separately by self-consistently
evaluating the density operators at q → 0. The electron concentration on the plane
state is taken as average over the two planes np = 21

2(〈np〉 + 〈np′〉), and that for
the chain state is nc = 2〈nc〉. Here the factor 2 originates from spin-degeneracy.
The thermal average is taken over all eigenstates with 〈γνσ(k)〉 = f(Eν(k)) is
the Fermi-Dirac distribution function. Both carrier densities are computed self-
consistently. We self-consistently fix the value of np and nc by treating µp and µp

as free parameters.

3.2.1 Multi-band RPA susceptibility

Next, to study the modulation of FS nesting profile and feed the corresponding
information to the spin-fluctuation mediated pairing potential, we consider a multi-
band Hubbard model:

Hint =
∑

α∈p,p′,c
Uαnα↑nα↓ +

∑
α 6=β∈(p,p′,c)
σσ′∈(↑,↓)

Vαβnασnβσ′ . (3.2.3)

Up = Up′ is the onsite Hubbard interaction between the two plane layers, while
Uc is the same for intra-chain layer. Vp, Vc are the onsite Hubbard interaction
between the two planes, and plane-chain layers. Hund’s coupling between these
layers (all with dx2−y2 orbitals symmetry) is ignored. By expanding the interaction
term to multiple-interaction channel, and collecting the terms which give a pairing
interaction (both singlet and triplet channels are considered) we obtain the effective
pairing potential Γγδαβ(q) Eq. (1.6.25). [72, 73, 74, 71, 75, 76, 77]

The non-vanishing components of the onsite Hubbard interactions are, (Ũs,c)αααα =



3.3. Results 78

Up/c for intra-plane (α = p, p′) and intra-chain (α = c) layers. According to the
definition in Eq. (3.2.3), the inter-plane Coulomb interaction enters into (Ũs,c)p

′p′
pp =

Vp, and plane-chain interaction is, (Ũs,c)ccpp = (Ũs,c)ccp′p′ = Vc.

3.3 Results

3.3.1 Electronic structure

We start with the discussion of the electronic structure and FS topologies for
various representative cases in Fig. 3.3. For most discussions in this section, we
focus on near-optimal doping region of np = 0.82 (xp ≈ 0.18, µp = −0.35 eV)
for the plane state, and vary chain state filling factor nc = {0.95, 0.53, 0.15}, cor-
responding chemical potential for chain states are (µc = −0.1,−0.9,−1.29 eV)
Figs. 3.3 [(d) -(f)] respectively. The topology of the chain band allows it to ac-
commodate electron-like FS in all cases. For the deeply electron-doped region, it
forms open-orbit FS as shown Figs. 3.3 [(d) -(e)]. When the chain band becomes
nearly empty, see Figs. 3.3 [(c) - (f)], the corresponding FS forms nearly closed
electron-like FS [due to finite second-nearest neighbor chain-chain hopping tcx 6= 0
along the a-direction]. In the low filling factors (nc = 0.15) , the FS matches those
of the DFT results[168] and ARPES data[133, 134, 135] in the single crystal of
YBCO6+x samples [e.g., Figs. 3.3 [(e)-(f)])].

The previously unexplored region of large filling factor nc in Figs. 3.3(d) is of
our prime interests. Because here we obtain f -wave pairing solutions as shown
below. The momentum point where the chain and plane states’ FSs meet as
‘hybridization hot-spot’ (HHS), see Fig. 3.3(d)-(e). In this region, we find that
the HHS lies above the BZ diagonal direction. In this case, we will show below
that the FS nesting wavevector between the two chain FSs becomes comparable
to that of the plane state and thus intervenes the overall FS nesting driven pairing
potential, and hence the pairing symmetry is altered.
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Figure 3.3: (a)-(c) Electronic structures of the three band non-interacting model,
Eq. (3.2.1), for three doping values on the chain states, while the doping on the
plane state is kept fixed. (d) -(f) Total DOS is denoted by black line, and cor-
responding orbital contributions are denoted by red (plane), blue (chain) lines.
(g)-(i) Corresponding FSs are shown for the three cases presented in the upper
panel. Red to blue color map in a given band at a k-point gives the orbital con-
tribution from the plane and chain states, respectively. (a) & (g) When chain
state is highly electron-doped, the HHS lies above the diagonal direction of the
BZ, where a f -wave pairing symmetry is obtained. (b) & (h) At the intermediate
electron-doping on the chain state, which is realized in single crystal YBCO sam-
ples, the HHS moves below the BZ diagonal direction, and here we obtain d-wave
pairing solution. (c) & (i) A characteristic doping where the bottom of the chain
band just lies at the Fermi level, giving high-DOS at the Fermi level, and hence
SC strength reaches its optimum value as a function of chain state doping for a
fixed plane doping.
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Figure 3.4: (a) We plot the leading SC eigenvalue (coupling constant) as a func-
tion of chain state doping. Blue square and red circles denote f - and d-wave
symmetries, respectively, as the leading pairing instability. Light and dark shad-
ings denote doping regions with d and f - wave pairing symmetries, respectively.
(b-e) Computed pairing eigenfunction ∆k for the leading eigenvalue, plotted on
the corresponding FSs, for four representative values of nc. Here red to blue col-
ormap denotes the negative to positive sign of ∆k. (f-i) Corresponding RPA spin
susceptibilities (traced over all orbitals) [Tr(χ̃s)] for the same cases as shown in
the corresponding upper panels. All plots are shown in the same color scale for
easy comparison. Here we used µp = −0.35 eV and the corresponding plane state
doping is xp ≈ 18%. µmax

c =-1.31 eV and corresponding nmaxc = 0.1.
.

3.3.2 Evolution of FS nesting with chain doping

Next, we discuss the FS nesting profile as a function of chain state filling nc while
keeping the plane doping fixed at np ≈ 0.82, in Figs. 3.4(f-i). Here we mainly
focus on the RPA spin susceptibility plotted as a function of (qx, qy), since it
contributes most to the pairing interaction. Throughout the calculation, we fix
Coulomb interactions as intra-band Up,c = 0.7, 0.6 eV, and inter-band Vp,c = 0.5,
0.5 eV (we also explore the U , V dependence of the results below in which the
conclusions remain intact). It is easy to identify that the nearly horizontal part in
the χs(q) plot stems from the intra-chain FS nesting, while the rest of the features
are dominated by plane FS nestings. Of course, both nestings are affected by the
each other. Especially, it is worthwhile mentioning that in the case of no chain
FS in Fig. 3.4(b), the corresponding plane state nesting profile continues to break
the C4 rotational symmetry. This occurs due to plane-chain hopping tcp as well as
their interaction Vc.
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Figure 3.5: (a)-(d) FSs are shown for the four cases presented in the upper panel.
Computed RPA spin susceptibility (Eq. (1.6.23)) is split for three channels: intra-
plane in (e)-(h), intra-chain in (i)-(l) and plane-chain in (m)-(p). Filling factors
are np = 0.82 and nc = 0.01, 0.15, 0.46, 0.94. Up/c = 0.7, 0.6 eV, and Vp/c= 0.5, 0.5
eV. All plots are done in the same colorbar.
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In Fig. 3.5 , we separately show the contributions of the intra-plane, intra-
chain and plane-chain susceptibilities for the spin-channels only. We notice that
the FS nesting in the plane channel is very similar to the ones obtained in other
cuprates without a chain state. The intra-chain FS nesting is almost one dimen-
sional with very weak anisotropy in the intensity. This is due to low kx-dispersion
at finite filling factor. The inter-layer plane-chain FS nesting is also quasi-1D with
significantly low in intensity.

Let us define the chain state FS nesting wavevector as Qc ∼ (all qx, Qcy). For
plane state, the FS nesting wavevector of present interest is the one near the (π, π)
point, but it is incommensurate at finite dopings in all hole-doped cuprates. We
denote it by Q(1)

p ∼ (π,Qpy) and Q(2)
p ∼ (Qpx, π). For other C4 invariant cuprates,

Qpx = Qpy, but it is not the case in YBCO due to coupling with the chain state. We
find that in the regions of high chain state filling factor (nc) − when the chain FS
is large and the HHS lies above the BZ diagonal − Qcy ∼ Qpy, see Fig. 3.4(i). This
makes the total spin susceptibility to possess a dominant nesting strength at Qpy

compared to that at Qpx. As a result of the effective C4 symmetry breaking in the
spin susceptibility, and hence in the pairing interaction, the pairing eigenfunction
∆(k) also acquires a symmetry which lacks this symmetry. This gives the f -wave
symmetry.

With decrease of the chain state occupancy, the chain FS nesting wavevector
becomes smaller than the plane state nesting, i.e., Qcy < Qpy, and thus their
contributions become decoupled. In such a case, we find that the pairing symmetry
will be essentially dictated by the plane FS nesting, which gives a d-wave pairing.
For a fixed plane layer filling factor np, the transition from the f -wave to d-wave
solution occurs very much when the Qcy becomes smaller than Qpy. On the other
hand, for Qcy ≥ Qpy, we find that the f -wave solution always dominate the d-wave
solution.

In the intermediate chain state occupancy when the chain FS and plane FS’s
van-Hove singularity merge, see Fig. 3.4(h), the wavevector Qcy merges with the
charge order wavevector of the plane state. This can promote a stronger and
uniaxial charge ordering strength.[181] Here, we do not investigate further the
charge order state, and returns back to the pairing solution at the spin-fluctuation
wavevector henceforth.



3.3. Results 83

The chain band bottom is almost flat in the Cu-O bond direction. So, when
the chain band becomes nearly empty, and the flat band reaches the Fermi level,
its high DOS have useful ramification, see Fig. 3.4(c). In this case, Qcy → 0,
giving an almost massless, unidirectional paramagnon mode in the chain state,
see Fig. 3.4(g). As the result, the overall carrier concentration at the Fermi level
is drastically enhanced. This enhancement optimizes the SC pairing strength as
a function of chain state doping, as also obtained in the numerical result (to be
discussed below). However, such a massless paramagnon mode dose not directly
contribute to the unconventional pairing mechanism outlined in Sec. 1.6.2. For the
pairing solution, the antiferromagnetic wavevector in the plane state is important,
and hence we obtain a d-wave solution, with only a strong enhancement of the
pairing strength is added by large DOS of the chain state.

Finally, as the chain state becomes completely empty, the overall FS topology
and the nesting profile is dictated by the plane state. However, due to finite
coupling to empty chain bands, the susceptibility topology continues to exhibit a
slight loss of four-fold rotational invariance as shown in Fig. 3.4(f).

3.3.3 Superconducting properties

We now turn to the main topic of superconductivity. We use the multi-band Hub-
bard model [see Sec. 1.6.2 Eq. (1.6.14)], where intra and inter orbital Hubbard
interactions are given by U{Up, Uc} and V {Vp, Vc}. Then, using spin fluctuation
theory, we study the pairing symmetry of YBCO. Using the spin fluctuation po-
tential, we solve the self-consistent gap equation Eq.(1.6.29) and obtain pairing
symmetry and pairing strength (λ) as a function of chain filling. For the same
doping value where susceptibility results are discussed in the above section, we
report the solutions of the largest eigenvalue and eigenfunction in Fig. 3.4(a) and
Figs. 3.4(b-e). The eigenfunction is plotted on the corresponding FS in a col-
ormap with blue to red colors denoting positive to negative sign of the pairing
eigenfunction ∆(k).

Our nesting results reveal that when the chain nesting Qcy ≥ Qpy, the FS
nesting at Q(1)

p = (π,Qpy) dominates over Q(2)
p = (Qpx, π). Hence the pairing

potential and pairing eigenfunction inherits this broken C4 symmetry. Moreover,
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the weak qx dependence of the Qcy nesting wavevector implies that more Fermi
momenta kx are nested by this fixed wavevector, due to weak kx dispersion of the
chain state as seen in Fig. 3.3. This in-plane anisotropic nesting promotes a pairing
symmetry which favors the condition: sgn [∆(kx, ky)] = −sgn [∆(kx + π, ky +Qpy)]
at all kx - points. Owing to the FS topology of the plane state, such a condition
is satisfied as kx → −kx. As we reach the BZ boundary near k ∼ (±π, 0), the
condition is reversed in such a way that the pairing symmetry further changes sign,
see Fig. 3.3(f). This is the reason, a purely p-wave solution (which flips signs for all
kx → −kx) is overturned by a higher-angular momentum solution with odd-parity.
As a result, we have a f -wave pairing state in this doping region of the chain state.

In Fig. 3.4(a) we plot the largest eigenvalue with blue square and red circles
for f -wave and d-wave solutions, respectively. As anticipated, for large electron
occupancy in the chain state which gives Qcy ≥ Qpy, we obtain a f -wave pairing
solution. Otherwise, the pairing symmetry is the typical d-wave type. In addition,
we also find that the value of the largest eigenvalue (pairing strength) gradu-
ally increases with decreasing chain state filling factor nc (keeping everything else
fixed). This increment is related to the competition between the spin fluctuation
magnitude (directly enhancing the pairing strength), as well as the total DOS on
the Fermi level. We notice that with decreasing chain state occupancy, the flat
band of the chain state approaches the Fermi level, and hence enhances the carrier
concentration. As the chain state moves completely above the Fermi level, the
pairing strength again starts to decrease. This gives a new tunability to enhance
superconductivity in YBCO cuprates by selectively reducing the chain states oc-
cupancy. In the existing experimental reports, such a selective tunability of the
chain state is not directly explored, and hence the confirmation of our prediction
awaits a focused experiment along this direction.[180]

Next we investigate the evolution of the pairing symmetry and the correspond-
ing pairing eigenvalue λ as a function of np and nc in Fig. 3.6. Blue square and
red circles distinguish between the f -wave and d-wave pairing eigenvalues, respec-
tively, as the leading solution for a given case. We consistently find that above a
critical chain filling factor nc for a fixed np, the pairing symmetry remains d-wave.
The d-wave eigenvalue λ reaches an optimum value when the chain state passes
through the Fermi level. For higher value of nc, when the chain nesting vector
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Figure 3.6: (a) We plot the leading pairing strength as a function of nc for several
fixed values of np. In all cases, we have fixed the interaction strength and all tight-
binding parameters. Blue square and red circles distinguish the leading pairing
strength for f -wave and d-wave cases, respectively, and the solid line is guide to
the eye. There are prominent maxima of the pairing strength at an optimum chain
doping, where the chain state’s bottom crosses the Fermi level. The optimum chain
doping varies only weakly on the plane state doping.
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Qcy becomes comparable to that of Qpy of the plane state, the pairing symmetry
changes to a f -wave symmetry. This condition varies for different np values since
the values of Qpy is also doping dependent.

Our results indicate a reentrant of the f -wave solution for lower hole doping
on the plane state at higher values of nc. In fact, with even lower hole doping, the
entire nc range shows a f -wave solution to be dominant over the d-wave solution
(the difference between the two eigenvalues is however very small). This occurs
because the FS nesting in the plane state becomes more commensurate, tending
the FS instability toward other density wave orders (such as charge density wave,
spin-density wave, etc). However, the chain state nesting continues to grow and
dominate over the plane state nesting. Caution to be taken for the results in the
underdoped region. Note that our ground state in the non-SC state is a paramagnet
with full FSs. The FS becomes gapped out due to charge order, pseudogap etc in
the underdoped region. In fact, in the underdoped region, experiments suggest a
nodeless SC gap in YBCO and other cuprates,[160] which presumably arises due
to competition with the normal state competing orders.[165, 166, 167]

Finally, we address the robustness of the conclusions with respect to the inter-
action strength Up, Vc in Fig. 3.7, as well as as a function of plane-chain hopping
strength (tcp) in Fig. 3.8. We indeed find that both results are robust to the values
of tcp, Up, and Vc. This confirms that the pairing symmetry is nearly indifferent
to these parameters, and is mainly determined by the FS topology and nesting
profile which are dictated by filling factors. Of course, the magnitude of the pair-
ing potential, and hence the value of the pairing eigenvalue λ are sensitive to the
energy scales of the problem which depends on tcp, U , V .

3.4 Discussions and Conclusions

Much like increasing the SC transition temperature Tc, obtaining varieties of un-
conventional pairing symmetry is an important milestone in the field of supercon-
ductivity. Especially, the odd parity pairing symmetry holds special position in the
field in pursuit of governing triplet pairing, chiral pairing, topological supercon-
ductivity, and Majorana edge modes, etc. f -wave pairing symmetry is odd under
inversion, and hence is naturally arising in the spin-triplet channel to conform the
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Figure 3.7: We plot the the two pairing eigenvalues for f -wave and d-wave chan-
nels as a function of Up, and Vc, keeping all other parameters fixed. Here we choose
np= 0.82, nc = 0.38 (µp = −0.35, µc = −1.1 eV) for d-wave symmetry, and np=
0.82, nc = 0.84 (µp = −0.35, µc = −0.3 eV) for f -wave symmetry for both (a),
(b) . The solid line is guide to the eye. The results reveals that for the doping
region, where f -wave eigenvalue is larger than that of the d-wave, this conclusion
remains unchanged as a function of Uc and Vc. For the other doping, where d-wave
is dominant over f -wave, the conclusion is also invariant for the values of U , V .

antisymmetric wavefunction criterion. So far, there have been some discussions
of time-reversal symmetry breaking pairing channels with d + id or s + id pair-
ing channel in the spin singlet channel,[164] or p-wave solutions in the spin-triplet
channels[165, 166, 167] in cuprates. However, the exploration of the chain state
doping has not been pursued in the context of pairing symmetry in the literature.

Proposals of f -wave pairing have been put forward in HF UPt3,[182] twisted
bilayer gaphene,[183] monolayer MoS2,[184], cold atom optical lattice,[185] p-doped
semi-conductors,[186] honeycomb lattices,[187], and other superconductors [188].
However, apart from indirect hints of such pairing symmetry in UPt3,[182] this
state has not been directly realized in other families.

The f -wave pairing symmetry in YBCO samples results from the competition
between the chain and plane states’ nesting conditions. The plane state nesting
along (π, π) gives the d-wave symmetry. However, as the uniaxial nesting of the
chain state becomes comparable in the nesting wavevector, and nesting strength
to the plane state one, it breaks the C4 rotational symmetry in the pairing poten-
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Figure 3.8: We plot λ as a function of the plane-chain tunneling amplitude tcp
on the pairing eigenvalues. Here we choose np= 0.82, nc = 0.38 (µp = −0.35,
µc = −1.1 eV) for d-wave symmetry, and np= 0.82, nc = 0.94 (µp = −0.35,
µc = −0.1 eV) for f -wave symmetry. Up/c=(0.7, 0.6), Vp/c=(0.5, 0.5) in eV. We
conclude that for the doping where d-wave is dominant over f -wave, it remains so
for all values of tcp, and vice versa.

tial. Hence the f -wave pairing symmetry arises. In this pairing state, the Fermi
momenta change sign for all values of kx → −kx, in addition to an additional sign
reversal between ky → −ky near the BZ boundary only.

Within weak-coupling approximation, experimental evidence [134] supports the
existence of coherent Fermi surface at most of the Brillouin zone and high in-
coherent spectral weight at high frequency. In the optimal doping region, the
Coulomb interaction is screened, making it smaller than electronic bandwidth.
There are more supports from numerical studies that optimal to overdoped limit
weak-coupling theory is successful in describing the low energy spectra.

The half-filled state is not a Mott insulating phase, but rather an antiferro-
magnetic insulator phase, within the weak-coupling theory [1]. This issue can be
addressed in momentum space. It is well known in cuprates that the next near-
est neighbour and higher hopping parameters are quite significant, producing a
non-interacting bandwidth which is ∼ 2-3 eV. This is an order of magnitude larger
than the nearest neighbour hopping amplitude of ∼ 0.25 eV. Hence, compared to
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this bandwidth, the effective Hubbard U ∼ 0.5-0.7 eV falls into a weak coupling
region. Here the perturbation theory seems to work well, at least in describing the
low-energy quasiparticle behaviours

As we mentioned before, the prediction of the f -wave pairing solution is ob-
tained in the doping range where the carrier concentration of the chain state is
substantially reduced to its intrinsic values in YBCO samples. Therefore, it is
crucial to be able to dope the chain layer without altering doping concentration in
the plane layers. Many organic superconductors also host quasi-one dimensional
chain state with anisotropic nesting and transport properties.[189] Therefore, the
search for a f -wave pairing can be easily extended to this family.



Chapter 4

Orbital-selective
superconductivity of infinite-layer
nickelates

4.1 Introduction

The first nickelate structure containing 2D NiO2 planes that was synthesized is the
infinite-layer LaNiO2 (LNO) [60]. Subsequently, another member of the infinite-
layer nickelate series, namely, NdNiO2 (NNO) has been synthesized [190]. Very
recently, NNO has been shown[59] to be SC upon hole doping with Tc ≈ 9-15 K with
a number of studies devoted on this topic [62, 191, 192, 193, 194, 195, 196, 197]. The
situation became further curious by the report of PrNiO2 (PNO) [198] exhibiting
superconductivity with Tc ≈ 7-12 K. Superconductivity in LNO is not yet reported,
though NNO and LNO are isostructural.

Given this background, a natural question would be, can doped carriers give
rise to superconductivity in such a two-band model description of NNO, PNO and
LNO, and if so, is there any difference between NNO, PNO and LNO? This, to the
best of our knowledge, has remained unexplored so far, though superconductivity
in nickelates has been explored within the framework of one-band, and three-band
model with onsite correlations [192], one-band Hubbard model [194], and multi-
band Ni d - Nd d Hubbard model within fluctuation-exchange approximation [191],

90
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as well as from strong coupling starting points [199, 200, 201].
In the present study, we consider a two-band model [202]. The main finding

of the DFT calculations [202, 203] is that the Ni s basis forms an axial orbital,
resulting from the hybridization of Nd/La 3dz2 , Nd/La dxy, Ni 3dz2 and Ni s.
Moreover, while the downfolded Ni-dx2−y2 orbital is very similar in the La and Nd
compounds, the detailed nature of the axial orbital set these two materials apart,
giving clue to its possible role on the materials dependent superconductivity.

We next solve the pairing eigenvalues and pairing eigenfunctions of the spin-
fluctuation mediated pairing interaction, computed within the two-orbital Hub-
bard model. We find that (i) in the Nd compound, the SC coupling constant λ
grows almost exponentially with the inter-orbital interaction Vsd, while the intra-
orbital interactions alone is not conducive for superconductivity. In a crude anal-
ogy with the renormalization theory, we can say that intra-orbital interactions are
‘marginal’ − do not directly mediate superconductivity, while the inter-orbital in-
teraction is a ‘relevant’ parameter for superconductivity. (ii) Secondly, in NNO
and PNO, we find that the pairing eigenfunction turns out to be orbital selective:
being a 2D dx2−y2 type for the Ni d orbital, and a 3D dz2 type symmetry for the
axial orbital. The results are consistent with the corresponding orbital weight
distributions on the 3D FS topology, and the corresponding FS features. The
same study in LNO results in a single dx2−y2 wave pairing symmetry, but with SC
coupling constant significantly smaller than that of NNO and PNO. Our findings
emphasize the importance of axial orbital and a two-band model in which orbital
selective pairing symmetry is augmented by the inter-orbital interaction.

4.2 Two-band model

Fig. 4.1 shows crystal structure of nickelate compound with general formula RNiO2

(R = Nd, La, Pr). The band structure of NNO, LNO, which is well studied in
literature [62, 192, 204, 205], primarily consists of O 2p dominated bands ranging
from about -8 eV to about -3 eV, Ni 3d dominated bands ranging from about -3
eV to 2 eV, and Nd/La 5d dominated bands ranging from about -1 eV to 8 eV.



4.2. Two-band model 92

Figure 4.1: Crystal structure of infinite-layer RNiO2 (R = Pr/Nd/La).

We discuss the electronic structure1 of NNO, LNO, PNO in Fig. 4.2 [(a)-(c)]. We
calculate the electronic structure at the optimal doping x ∼ 0.20. The low-energy
electronic structure has two-bands crossing the Fermi level: one canonical Ni dx2−y2

band creating a hole pocket centered around M (A) point [see Fig. 4.2 [(g)-(i)]]
, bearing strong resemblance with cuprates, and the other one is derived out of
Nd/La d mixed with Ni characters creating electron pockets at Γ and A points.
While the generic features are found to be similar in the band structures of NNO,
LNO and PNO, Fig. 4.2 [(a)-(c)], there are subtle differences.

Comparing the Ni dx2−y2 bands in the three compounds, while it extends from
-1.1 eV to 2 eV for NNO and PNO, it extends from -0.9 eV to about 2 eV for
LNO, making the bandwidth of Ni dx2−y2 in LNO band smaller by about 0.2
eV as compared to NNO, PNO. The corresponding kz dispersion is also smaller
for LNO compared to NNO. The saddle point at R is positioned about 0.2 eV
higher compared to that at X in LNO, whereas R saddle point is about 0.5 eV
higher compared to that at X for NNO. This kz dispersion highlights the mixing
with the axial orbital, making the Ni dx2−y2 band deviating from its 2D nature,
as emphasized by Lee and Pickett.[62] Comparing the second band, we find that
firstly the Nd d-Ni derived electron pocket centered around Γ is about -0.4 eV

1Band structure calculations are done by Subhadeep Bandyopadhyay [202, 203]
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Figure 4.2: (a)-(c) The band structure for NNO, LNO and PNO, plotted along the
high symmetry points of tetragonal unit cell, Γ(0,0,0)-X(π/a,0,0)-M(π/a,π/a,0)-
Γ-Z(0,0,π/c)-R(π/a,0,π/c)-A(π/a,π/a,π/c)-Z. Blue (dx2−y2) to red (axial dz2) col-
ormap depicts the orbital contributions. (d)-(f) The total DOS (black) dashed line
and corresponding orbital contributions are labelled by solid lines. (g)-(i) FS of
the NNO, LNO, PNO respectively, with the orbital contributions are denoted in
the colormap. Band structure calculations are done by Subhadeep Bandyopadhyay
[202, 203].
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lower in energy in NNO, PNO as compared to LNO, making the self-doping effect
more pronounced in the Nd compound compared to the La compound. Secondly,
the width of the second band is about 1 eV smaller in LNO compared to NNO.

The axial orbital is a hybrid between Ni s, Ni dz2 , Nd/La dz2 and Nd/La
dxy. Inspecting this orbital [202, 203], we find that starting from the central Ni
atom, Ni dz2 which bonds to Ni s, and antibonds to O px/py, bonds strongly with
predominant feature of Nd/La dz2 and dxy, highlighting the hybridization between
Ni and Nd/La d. We find that the Ni dz2/Ni s character is more in La compound
compared to Nd compound, while Nd dz2/Nd dxy character is less in La compound
compared to Nd compound. This makes the axial orbital much more cylindrical
in NNO, PNO and more spherical in LNO.

4.3 Results

4.3.1 Evolution of nesting in nickelates

We consider a two-band Hubbard model with interaction Hamiltonian given by,

Hint =
∑
i,σ

Uiniσniσ̄ + Vsd
∑

i 6=j,σσ′
niσnjσ′ , (4.3.1)

where niσ is the number density of the ith (=1,2) orbital, and spin σ/σ̄=↑ / ↓.
Ui are the intra-orbital interactions, and Vsd is the inter-orbital interaction. The
non-vanishing components are (Ũs,c)αααα = Ud/s for intra-orbital dx2−y2 and axial,
and the inter-orbital component is (Ũs,c)ββαα = Vsd (α 6= β are orbital indices).

The two-orbital model includes the Hund’s physics. This is because the Hund’s
coupling gives the spin-spin interaction between different orbitals, whereas Vsd
includes density-density interactions. Writing the total density operator n = (n↑+
n↓)/2 for up and down spins and expanding the second term in Eq.(4.3.1) term, we
find that Vsd includes both spin-conserving and spin-flip interaction between the
two orbitals. Tr χ̃s in Fig. 4.3 and Fig. 4.4 includes both intra and inter-orbital
contribution.

In Fig. 4.3 [(a)-(e)], we show the FS topology for NNO and LNO in Fig. 4.4
[(a)-(e)] at five kz cuts, with the corresponding orbital weight indicated by red to
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Figure 4.3: (a)-(e) FS topologies in NNO plotted as a function of kx−ky [−π → π
range] at kz = 0, π/4, π/2, 3π/4, π. Blue (Ni dx2−y2) to red (axial) colors depict
the orbital contributions at each kF . (f)-(j) Plots of static spin susceptibility
for axial orbital. (k)-(o) Plots of static spin susceptibility for inter-orbital. (p)-
(f) Plots of static spin susceptibility for d orbital. (u)-(y) Plots of static total
[Tr χ̃s, summing over both intra- and inter-orbital contributions] channels. We
calculate the spin susceptibility components at optimal (20 %) doping in NNO at
qz = 0, π/4, π/2, 3π/4, π respectively, qx, qy : 0 → π. All color bars are separately
normalized for visualization.
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Figure 4.4: (a)-(e) FS topologies in LNO plotted as a function of kx− ky [−π → π
range] at kz = 0, π/4, π/2, 3π/4, π. Blue (Ni dx2−y2) to red (axial) colors depict
the orbital contributions at each kF . (f)-(j) Plots of static spin susceptibility
for axial orbital. (k)-(o) Plots of static spin susceptibility for inter-orbital. (p)-
(f) Plots of static spin susceptibility for d orbital. (u)-(y) Plots of static total
[Tr χ̃s, summing over both intra- and inter-orbital contributions] channels. We
calculate the spin susceptibility components at optimal (20 %) doping in LNO at
qz = 0, π/4, π/2, 3π/4, π respectively, qx, qy : 0 → π. All color bars are separately
normalized for visualization.
.
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blue color map. The FS-s are seen to be strongly 3D, which is typically detrimental
for FS nesting strength. However, owing to the particular orbital weight distri-
butions, there arise dominant nesting channels, which are highly orbital resolved.
Interestingly, there is a complete orbital inversion among two FS sheets between
kz = 0 and π. While the large hole pocket centering the zone boundary, and elec-
tron pocket in zone center of NNO BZ is of Ni d (dx2−y2) and axial character (s),
respectively in kz = 0, they reverse their roles in kz = π.

The Ni d orbital enjoys a FS topology similar to the cuprates case in the low
kz region, giving a nearly 2D FS nesting feature around Q = (π, π, 0) and hence
a dx2−y2-pairing symmetry. On the other hand, the axial orbital acquires a FS
nesting, considerably weaker in strength compared to the Ni d orbital case, at
Q = (π, π, π), which is responsible for the dz2 type pairing symmetry. The FS
for LNO, shown in Fig. 4.4 [(a)-(e)] is topologically similar to NNO, except it
almost looses its FS pocket at the Γ-point. Since this heavily weakened FS pocket
is dominated by axial orbital in NNO, the multi-band picture is less prominent
in LNO. This is also reflected in the far weaker contribution of the inter-orbital
susceptibility to be discussed in the following.

The orbital resolved spin susceptibility for NNO is shown in Fig. 4.3 [(f)-(y)]
and LNO in Fig. 4.4 [(f)-(y)], at five qz cuts, which highlights the importance of
inter-orbital contribution. The relative contributions from axial orbital (s) and
inter-orbital (s-d), compared to Ni d are found to be 1/10-th and 1/5-th, respec-
tively. In comparison, in LNO, they are 1/100-th and 1/20-th, respectively. This
makes the total susceptibility dominated almost entirely by the d-orbital contri-
bution for LNO, while the significant inter-orbital orbital contribution makes the
total susceptibility in NNO appreciably different from the d-orbital contribution
(cf. Fig. 4.3[(p) -(t)] and Fig. 4.4 [(p)-(t)]).

4.3.2 Calculation of SC properties

In analogy with cuprates, [73] pnictides, [74] and HFSCs, [71] we assume super-
conductivity in the present compound is spin-fluctuation mediated. The estimated
electron-phonon interaction turns out to be too small to support observed Tc.[204]
Based on a two-band Hubbard model, we obtain the pairing potential by consid-
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Figure 4.5: (Color online) Computed values of orbital resolved pairing eigenfunc-
tion ∆α(k) plotted on the FS at two representative cuts kz = 0 [(a)-(c)], π[(b)-(d)]
for NNO. [(a),(b)] and [(c),(d)] give orbital contributions for Ni dx2−y2 and axial
orbital, respectively. (e)-(h) Same as (a)-(d), but plotted for LNO.

ering the bubble and ladder diagrams, Eq. (1.6.24a) [73, 74, 71, 72]. The details
of the formalism is given in Sec. 1.6.2. Application of a weak coupling theory may
be justified by the fact that exchange-scale in nickelates are smaller than cuprates.

In Fig. 4.5 we plot the pairing eigenfunction ∆(k) for the highest eigenvalue
λ, but projected onto the different orbital channels as ∆αβ = ∑

ν ∆νφ
α∗
ν φ

β
ν (k

dependence is suppressed for simplicity), where α, β are orbital indices, and ν is
the band index. φαν is the eigenvector of the two-band Hamiltonian. In NNO, we
clearly observe that the pairing symmetry of the Ni d orbital onto the FS is a pure
dx2−y2 = cos kx − cos ky type, with very little or no three dimensional component.
On the other hand, the projected pairing symmetry on the axial orbital can be
described by a simple kz dispersion as cos kz, with no signature of the basal plane
anisotropy. In contrast, in LNO compound, the axial orbital’s contribution on
the FS is drastically reduced, and hence the calculated pairing symmetry changes
to a simple dx2−y2 . This result implies that the axial orbital, although seemingly
has reduced weight on the FS, can play important role to determine the pairing
symmetry.
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Figure 4.6: Evolution of SC coupling constant λ as a function of inter-orbital
Hubbard interaction Vsd for choice of Ud = 0.9 eV and 0.6 eV for NNO and LNO.
[206]

We study how the pairing strength λ depends on the choice of Hubbard inter-
action parameters, Us, Ud and Vsd, which unravels as interesting scenario. Firstly,
focusing on NNO, we find that λ increases almost exponentially with Vsd (cf.
Fig. 4.6), while neither Ud or Us is effective in enhancing λ [see Fig. 4.7] [206]
Thus, an appreciable λ is obtained only when Vsd becomes appreciable. Secondly,
relative to NNO, the pairing strength grows much more slowly with Vsd in LNO.
Thus even for appreciable value of Vsd, the the pairing strength in LNO is much
smaller than NNO. This in turn highlights the important role of the inter-orbital
interaction Vsd for superconductivity in nickelate compounds under discussion,
and their material dependence. The importance of inter-orbital interaction is sup-
ported by the spectroscopic data [63] as well as found in a recent DFT+DMFT
study [207] on Nd1−xSrxNiO2.
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Figure 4.7: (a) SC coupling constant λ as a function of intra-orbital Hubbard
interaction Ud (blue) for choice of Us = 0.6 eV (square), 0.8 eV (triangle) and 0.8
eV (diamond) for NNO. (b) shows the variation of λ as a function of intra-orbital
interactions Us (red) for NNO for choice of Ud = 1 eV (square), 0.95 eV (diamond)
and 0.95 eV (triangle). [206]

4.3.3 Spectral function

We consider the Nambu spinor basis, ψk =
(
c1k↑, c2k↑, c

†
1−k↓, c

†
2−k↓

)T
, to calculate

the spectral function and DOS. The SC gap functions are,

∆s = 〈c1−k↓c1k↑〉 = ∆0
s cos(kz), ∆d = 〈c2−k↓c2k↑〉 = ∆0

d(cos(kx)− cos(ky)) ,
(4.3.2)

where, ∆s and ∆d are SC gap for axial orbital and dx2−y2 orbital respectively. The
scanning tunnelling measurement (STM) performed on NNO gives two type of SC
gap with maximum values, 2.35 meV for ∆0

s and 3.9 meV for ∆0
d [208].

The Hamiltonian in the mean-field theory is given as,

H =


ξs(k) 0 ∆s(k) 0

0 ξd(k) 0 ∆d(k)
∆∗s(k) 0 −ξs(−k) 0

0 ∆∗d(k) 0 −ξd(−k)

 . (4.3.3)

The Green’s function is given in Eq. (1.6.21). We analytically continue to real
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Figure 4.8: Calculation of k-resolved spectral function along the high-symmetry
points in the BZ. (a) is the spectral function for Nd s-orbital, (b) is the spectral
function for Ni dx2−y2-orbital, (c) is the total spectral function. (d) Orbital resolved
DOS for ∆d (red) and ∆s (blue) gap function. Total DOS is denoted by black line.
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frequency (ω) axis, ikn → ω + iδ; δ is a small number. The spectral functions is
given by the imaginary part of the Green’s function,

A(k, ω) = − 1
π

Im
[ 1
(ω + iδ)I −H

]
, (4.3.4)

where, I is the 4× 4 identity matrix. Total DOS is given by, N(ω) = ∑
k A(k, ω).

The orbital-resolved DOS for axial orbital is, Ns(ω) = 1
2

(
N11(ω) + N33(ω)

)
, and

for Ni d orbital, Nd(ω) = 1
2

(
N22(ω) +N44(ω)

)
.

In Fig. 4.8 [(a)-(c)] we calculate the spectral function along the high symmetry
points of the BZ for NNO at the optimal doping. The DOS is shown in Fig. 4.8
(d).

Experimental signature: The STM performed on NNO by Gu et. al. [208]
reporting a two-gap scenario as proposed in this work. The two-gap behaviour,
with one nodeless and another nodal gap as observed in different regions of the
sample, is fully consistent with our proposal of a dz2 (nodeless due to corresponding
FS topology) and dx2−y2 (nodal) in axial with dominant portion of weight on Nd,
and Ni-d orbitals, respectively, which are individually observed when the tunnelling
tip appears on top of corresponding atoms.

4.4 Doping dependence

The origin of possible differential behavior of LNO and NNO intriguing. The
natural question is how does this materials specific electronic structure influence
the SC state in this family? The ionic radius [209] of La3+ is 104 pm ≈ 4%
larger than the ionic radius of Nd3+ (100 pm), resulting in an expanded lattice of
volume ≈ 5% in LNO compared to NNO.[190, 60] Such structural differences may
influence the electronic behavior, though this has not been investigated. On the
other hand, it has been suggested[210] that direct hybridization with the Nd 4f
states may become important for the description of electronic structure of NNO
near the chemical potential. It is to be noted that the spin disorder broadening
induced by such direct hybridization is expected to play a detrimental role in
superconductivity rather than helping it. Very similar values of Tc for NNO and
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Figure 4.9: (a)-(b) Doping dependent SC coupling constant λ (scaled by the
strength of maximum λ for NNO) for three different materials for choice of V =
1.5 eV (a) and V = 1.0 eV (b). The shaded regions are the guide to the eyes. Due
to the limitations of weak coupling theory, the shaded area for x < 0.15 are only
schematic construction. (c)-(d) FS for NNO at two dopings, (c) at x = 0.15 and
(d) at x = 0.3. The orbital contributions are denoted in the colormap.

PNO, despite Nd3+ having a f -electron count of 3 and Pr3+ having a f -electron
count of 2, raises questions on the active role of f -electrons on the electronic
behaviour and consequent SC properties of NNO and PNO. This leaves the role
of 4f electrons an open issue. On the other hand, it is interesting to note that
while the ground state for the quasi-2D reduced trilayer nickelate La4Ni3O8 is a
charge density-wave insulator,[211] that of Pr4Ni3O8[212] is metallic, implying the
difference between the La and Pr systems manifests not only in case of infinite-layer
2D compounds, but also for quasi-2D compounds.

Calculation of doping dependence of pairing eigenvalue

The highest pairing eigenvalue of Eq. (1.6.29) gives a two-dimensional dx2−y2 sym-
metry gap in the Ni d orbital channel. The dx2−y2-wave state results from the
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antiferromagnetic Q = (π, π) nesting between the two hot-spots across the BZ for
the hole pocket (near the kz = 0 plane). The observed three-dimensionality of the
hole-pocket clearly weakens the nesting strength and brings in doping dependence.
All three compounds have similar hole pocket [see Fig. 4.2 (g)-(i)] and hence gives
a dx2−y2- wave solution. For NNO and PNO, there exists large area FS electron
pockets α (centered around the Γ-point) which opens up another nesting channel
between the α and γ (centered around the A-point) electron pockets, contributed
by axial orbital, and offers an additional pairing channel which is of dz2-wave sym-
metry. This is nearly absent in LNO due to diminishing presence of electron pocket
at Γ. Thus superconductivity in NNO and PNO is of two gap nature, while a sin-
gle gap superconductivity is found in LNO. Furthermore, having a second pairing
channel with a symmetry that is consistent with the corresponding FS nesting,
enhances the SC coupling constant λ in NNO and PNO, compared to LNO.

In Fig. 4.9 [(a)-(b)], we plot the calculated values of λ contributed by all chan-
nels, as a function of doping for the three compounds. The solution of gap equation
shows that the pairing symmetry for NNO and PNO remains of two gap nature
throughout the doping range, while that of LNO remains predominantly a single
d-wave gap SC. The added contribution of two channels of pairing in NNO and
PNO, as opposed to a nearly single channel SC in LNO, makes the pairing strength
in about twice larger in NNO/PNO compared to LNO in almost the entire doping
range.

Further, as seen in Fig. 4.9 [(a)-(b)], λ decreases monotonically with doping
for all three compounds. Doping dependent calculations are carried out for two
choices of V = 1.5 eV and 1.0 eV with U=1, 0.5 eV for the Ni d and axial orbitals,
respectively. We find that the qualitative features remain unchanged upon change
of Vsd value. Thus, the doping dependence arises purely due to changes in electronic
structure, and guided by how the FS volume, FS nesting and the associated orbital
weight evolve with doping.

The origin of decreasing strength of SC with doping can be traced back to the
FS area and nesting strength. As seen from the orbital resolved DOS in Fig. 4.2
[(d)-(f)]; with hole doping, the DOS of the Ni dx2−y2 orbital increases, while that
of the axial orbital decreases. There is a van-Hove singularity (VHS) of the dx2−y2

which lies below the Fermi level, as in cuprates, however, this VHS cannot be doped
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within the experimentally feasible range. In a simple BCS like picture, one would
thus expect the SC strength to increase with hole doping due to the increment
of DOS. However, contrary to this, superconductivity is found to decrease with
doping.

To find out the reason behind this, we probe the 3D FS topology and the orbital
weight distributions for the representative case of NNO in Fig. 4.9 [(c)-(d)] at two
characteristic dopings (x = 0.15 and x = 0.3). The FS evolution between these
two dopings is monotonic, and there is no significant change in the FS topology
across this doping range. The large FS, which is dominated by the Ni d orbital
(blue color) has an interesting transition from the hole-like FS (as in underdoped
cuprates) near kz = 0 to an electron-like FS (as in overdoped cuprates) near kz = π

plane. The transition occurs close to the kz = π plane and this transition point
moves towards the kz = 0 planes with increasing hole doping. In other words,
the hole-pocket become more three-dimensional with increasing doping and this
makes a difference in the FS nesting at Q = (π, π). As the area of the hole-like
FS topology reduces with doping, the FS nesting strength at Q also gradually
reduces. Thus, the SC strength decreases monotonically. On the other hand, for
NNO/PNO the electron-pocket size decreases with hole doping and hence both its
nesting strength and the contributions to λ from its DOS decreases. In essence,
the SC coupling constant for the dz2 also decreases with doping.

Our theory reproduces the right-hand side of the SC dome, as observed in NNO
as well as in PNO, [64, 58] The decrease of λ at lower doping is not obtained in
our model, since our theory does not include the renormalization effects on the
quasiparticle spectrum due to many-body interaction. It is known experimentally
that the low-doping region is a correlated metal or weak insulator[64, 58] and
hence indicating the important role of correlation which quenches the SC coupling
constant.[80, 3]

4.5 Discussions and Conclusions

Motivated by the recent discovery of superconductivity in NNO[59] and in PNO[198]
with very similar transition temperatures, we investigate the role of non-zero f -
ness of Nd and Pr compounds, as superconductivity has not yet been observed
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in another infinite-layer nickelate LNO, containing f 0 La. While the active role
f electrons is debated, we discuss the role of f electrons in influencing the po-
sitions of 5d levels of rare-earth elements, thereby dictating the nature of axial
orbital contributing to the second band that crosses the Fermi level. This pro-
vides subtle differences between the FS topology of the Pr and Nd compounds,
and that of La compounds, driving the two gap superconductivity in Pr and Nd
compounds as opposed to a single gap in La compound. Interestingly the doping
dependent superconductivity shows a factor of two suppression in the strength of
superconductivity in La compound, as compared to that of Nd and Pr compounds.

Note, our calculation and analysis does not include of effect of magnetism of
4f electrons. However, the fact that the difference and similarity of the three
compounds have been brought out correctly, suggests the role of the f electrons,
as identified in the present study, to be the dominant one.

In summary, motivated by the two-band scenario,[63, 199, 213] proposed for
RNiO2 (R = La, Nd), we use a two-band Hamiltonian from the DFT calculations
[202, 203]. DFT correctly capture the low energy features of electronic structure.
The DMFT study [214] on Nd1−xSrxNiO2 found that at low energy the quasi parti-
cle spectra is well defined. So weak coupling approximation in the spin fluctuation
theory is applicable in the infinite-layer nickelates. The axial orbital from a com-
bination of Nd/La d, Ni 3dz2 and Ni s, and encodes the materials dependence.
We did full 3D calculations in obtaining the pairing symmetry of infinite-layer
nickelates. But for the ease of presentation, we only show pairing eigenfunctions
at particular kz cuts. Calculation of FS properties in such a two orbital picture,
shows an orbital selective pairing for the Nd compound, while it is found to be only
of dx2−y2 symmetry in La compound. Most importantly, we find while the SC pair-
ing grows almost in an exponential fashion with inter-orbital Hubbard interaction
for the Nd compound, it is not helped by the choice of intra-orbital Hubbard inter-
actions. We note that Vsd effectively also includes the Hund’s coupling. We believe
due to the combined effects of Hund’s physics and charge screenings enhanced by
Vsd,[206] the effect of intra-orbital Coulomb repulsions Ui’s are superseded by the
inter-orbital interaction Vsd in these compounds. Though the same holds good
for La compound, the growth of pair interaction with the strength of inter-orbital



4.5. Discussions and Conclusions 107

Hubbard interaction is much weaker than in Nd compound, presumably justi-
fying the fact that superconductivity has been so far observed only for the Nd
compound.[59, 213]



Chapter 5

Conclusions

In conclusion, I have used analytical and numerical methods to study the su-
perconducting mechanism and properties in HF, transition-metal oxides YBCO,
RNiO2 (R = Nd, Pr, La). For the HF system, I proposed a new mechanism of SC
starting from the impurity electron (f) and conduction electron (c). Here, in the
strong correlation limit, by removing the doubly occupation f -electron, I obtained
an effective, attractive interaction between f and c-electrons. This leads to a fully
gapped, constant sign s-wave paring in the HF systems. The new pairing is an
inter-orbital pairing and the Cooper pair’s center-of-mass momenta can have all
possible values, instead of zero (BCS) or fixed value (FFLO).

Experimentally the overwhelming evidence of conventional SC in HF is con-
sistent with this pairing mechanism. The T 3 dependence of 1/T1 relaxation rate
in NQR and the four-fold modulation of Hc2 can be explained within this two-
orbital model. Observed spin resonance gap at energy scale 2∆2/ξ̄f also validates
our theory. Following that, we obtain a relation between Kondo temperature and
SC Tc, under the assumption of isotropic vk. However, for the non-isotropic case,
this theory can be generalised by replying vk by its value at the Fermi level, 〈vk〉FS.

In transition-metal oxide superconductors, using a spin-fluctuation mediated
pairing mechanism, I obtained a new paring symmetry in the YBCO system and
an orbital selective superconductivity in RNiO2. In contrast with HF system, here
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the pairing symmetry governed by spin and charge fluctuations channel, and this
will lead to a unconventional superconductivity. For YBCO, I found an unusual
f -wave pairing at low doping of chain states. This doping regime usually not acces-
sible to normal experimental conditions. However, d-wave paring can be found by
changing the chain doping while keeping the plane state at optimal doping. Both
pairing symmetries give nodal quasi-particles spectrum in the DOS, however, the
gap nodes are aligned along with the BZ boundary directions for the f -wave case,
while it is aligned to the diagonal direction in the d-wave case. The f -wave pairing
symmetry can also be detected by the field-angle dependence of the transport and
thermodynamical quantities.[103] Moreover, the anisotropy in the upper critical
field in the vortex phase have unique signatures for the f -wave pairing as discussed
in the context of UPt3 superconductors.[182].

In RNiO2, I explored superconductivity in NNO, PNO, LNO employing a first-
principles derived low-energy model Hamiltonian, consisting of two orbitals: Ni
dx2−y2 , and an axial orbital. The axial orbital is constructed out of Nd/La d, Ni
3dz2 and Ni s characters. Calculation of the superconducting pairing symmetry and
pairing eigenvalue of the spin-fluctuation mediated pairing interaction underlines
the crucial role of inter-orbital Hubbard interaction in superconductivity, which
turns out to be orbital-selective. The axial orbital brings in materials dependence
in the problem, making NNO, PNO different from LNO, thereby controlling the
inter-orbital Hubbard interaction assisted superconductivity.

The dx2−y2 -wave gap gives a nodal quasi-particle DOS while the dz2 -wave gap
symmetry becomes node-less as it originates from the axial orbital, which primarily
contributes in the α and γ FS pockets, and has no contribution in kz = π/2. This
finding corroborates the recent STM data on NNO.[132]



Appendix A

S-matrix expansion of the Kondo
model

Dyson equation

The Kondo Hamiltonian is given by,

HK =
∑
kσ
ξkc
†
kσckσ +

∑
k,k′

JK(k,k′)~Sf .~Sc(k,k′),

= H0 + V, (A.0.1)

where the Kondo coupling JK is 1.3.8 ,

JK(k,k′) = vkvk′

[ 1
ξf + U − ξk

+ 1
ξk − ξf

+ 1
ξf + U − ξk′

+ 1
ξk′ − ξf

]
. (A.0.2)

H0 is non interacting Hamiltonian, which includes the kinetic energy of the con-
duction electron of energy ξk, ck,σ, c†k,σ is the anhilation and creation operator
respectively.
V is the perturbation which includes the interaction between spin of the conduc-
tion electron ~Sc and spin of the impurity ~Sf .
~Sf = ∑+J

m,m′=−J f
†
m
~Γm,m′fm′ (J is the multiplets of impurity electrons) and ~Sc(k,k′) =∑

αβ=↑↓ c
†
kα~σαβck′β are the spin of impurity electron and conduction electron level.

~Γ, ~σ are the spin matrices.
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For simplycity we assume that the spin of the impurity electron is, J = 1
2 and

Kondo coupling is momentum independent, JK(k,k′) = JK .
~Γ, and ~σ are Pauli matrices. Many body Green’s function of the conduction elec-
tron is,

Gc(k,k′, σ, σ′, τ, τ ′) = −
〈
Tτ

[
ck,σ(τ)c†k′,σ′(τ ′)

]〉
,

= −
∞∑
n=0

(−1)n
∫ β

0
dτ1...

∫ β

0
dτn

〈
Tτck,σ(τ)V (τ1)...V (τn)c†k′,σ′(τ ′)

〉
.

(A.0.3)

We only consider the connected diagrams in the expectation value,
〈
...
〉

, [30, 21].

Since the free Hamiltonian is isotropic in spin,
〈
Sc

〉
= 0. Hence first non trivial

term is second order term.

G(2)
c (k,k′, σ, σ′, τ, τ ′) = −

∑
k1,k2
k′1,k

′
2

J2
K

∫ β

0
dτ1dτ2

〈
ck,σ(τ)~Sic(k1,k′1)(τ1)

~Sjc (k2,k′2)(τ2)c†k′,σ′(τ ′)
〉〈

~Sif (τ1)~Sjf (τ2)
〉
, (A.0.4)

i, j are the spin level at time τ1, τ2 respectively. We use following properties of the
Pauli matrices,

Tr(σa) = 0, (A.0.5)

Tr(σaσb) = 2δab, (A.0.6)

Tr(σaσbσc) = 2iεabc, (A.0.7)
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where a, b, c can take any value of (x, y, z).
〈
~Sif (τ1)~Sjf (τ2)

〉
= δij

2 . We use the
form of spin operator into Eq. (A.0.4),

G(2)
c (k,k′, σ, σ′, τ, τ ′) = −

∑
k1,k2
k′1,k

′
2

J2
K

∑
α1β1
α2β2

∫ β

0
dτ1dτ2

〈
ck,σ(τ)c†k1α1

(τ1)~σiα1β1ck′1β1(τ1)

c†k2α2
(τ2)~σjα2β2ck′2β2(τ2)c†k′,σ′(τ ′)

〉〈
~Sif (τ1)~Sjf (τ2)

〉
,

=
∑
k1

J2
K

∑
α1β1

∫ β

0
dτ1dτ2G0

c (k, σ, τ − τ1)G0
c (k1, α1, τ1 − τ2)

G0
c (k′, σ′, τ2 − τ ′)

〈
~σiσβ1~σ

j
β1σ′

〉
δij
2 ,

= 3J2
K

4
∑

k1,σ1

∫ β

0
dτ1dτ2G0

c (k, σ, τ − τ1)G0
c (k1, σ1, τ1 − τ2)

G0
c (k′, σ′, τ2 − τ ′),

(A.0.8)

where, in the last line of Eq. (A.0.8) we replace α1 by σ1, and use Eq. (A.0.6).
Dyson equation for self energy is given by,

Gc(k,k′, σ, σ′, τ, τ ′) = G0
c (k, σ, τ − τ ′)δk,k′δσ,σ′ +

∫ β

0
dτ1dτ2

[
G0
c (k, σ, τ − τ1)

Σc(k,k′, σ, σ′, τ1, τ2)G0
c (k′, σ′, τ2 − τ ′)

]
. (A.0.9)

The second order self-energy is given by

Σ(2)
c (k,k′, σ, σ′, τ1, τ2) = 3J2

K

4
∑

k1,σ1

G0
c (k1, σ1, τ1 − τ2) +O(J3

K) (A.0.10)

We will now consider third order of S-matrix ,

G(3)
c (k,k′, σ, σ′, τ, τ ′) =

∑
k1,k2,k3
k′1,k

′
2,k
′
3

J3
K

∫ β

0
dτ1dτ2dτ3

〈
ck,σ(τ)~Sic(k1,k′1)(τ1)~Sjc (k2,k′2)(τ2)

~Skc (k3,k′3)(τ3)c†k′,σ′(τ ′)
〉〈

~Sif (τ1)~Sjf (τ2)~Skf (τ3)
〉
. (A.0.11)

The self-energy depends upon time difference as we found in second order term
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Figure A.1: Feynman diagram of the many body Green’s function of conduction
electron.

Eq. (A.0.10). In order to calculate thermal average of three time order product,
we assume τ3 = 0 and consider two possible cases, τ1 > τ2 and τ2 > τ1. [30]

〈
~Sif (τ1)~Sjf (τ2)~Skf (τ3)

〉
= Θ(τ1 − τ2)

〈
~Sif
~Sjf
~Skf

〉
+ Θ(τ2 − τ1)

〈
~Sjf
~Sif
~Skf

〉
,

= 2iεijk
8 sgn(τ1 − τ2), (A.0.12)

where, in the last line we use Eq. (A.0.7).

G(3)
c (k,k′, σ, σ′, τ, τ ′) =

∑
k1,k2,k3
k′1,k

′
2,k
′
3

J3
K

∑
α1α2α3
β1β2β3

∫ β

0
dτ1dτ2dτ3

〈
ck,σ(τ)c†k1α1

(τ1)~σiα1β1ck′1β1(τ1)

c†k2α2
(τ2)~σjα2β2ck′2β2(τ2)c†k3α3

(τ3)~σkα3β3ck′3β3(τ3)c†k′,σ′(τ ′)
〉

〈
~Sif (τ1)~Sjf (τ2)~Skf (τ3)

〉
.

(A.0.13)
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Substituting Eq. (A.0.12) in Eq. (A.0.13)

G(3)
c (k,k′, σ, σ′, τ, τ ′) =

∑
k1,k2,k3
k′1,k

′
2,k
′
3

J3
K

∑
α1α2α3
β1β2β3

∫ β

0
dτ1dτ2

〈
ck,σ(τ)c†k1α1

(τ1)ck′1β1(τ1)

c†k2α2
(τ2)ck′2β2(τ2)c†k3α3

ck′3β3c
†
k′,σ′(τ ′)

〉
〈
~σiα1β1~σ

j
α2β2~σ

k
α3β3

〉2iεijk
8 sgn(τ1 − τ2),

= −
∑

k2,k3

∑
α2,α3

3J3
K

8

∫ β

0
dτ1dτ2G0

c (k, σ, τ − τ1)G0
c (k2, α2, τ1 − τ2)

G0
c (k3, α3, τ2)G0

c (k′, σ′,−τ ′)sgn(τ1 − τ2).

(A.0.14)

Comparing with Eq. (A.0.9) we obtain we the third order self energy,

Σ(3)
c (k,k′, σ, σ′, τ1) = −3J3

K

8
∑

k1,k2

∑
σ1,σ2

∫ β

0
dτ2G0

c (k1, σ1, τ1 − τ2)G0
c (k2, σ2, τ2)sgn(τ1 − τ2).

(A.0.15)

Using Fourier transform in Matsubara frequency space we obtain,

Σ(3)
c (k,k′, σ, σ′, ikn) =

∫ β

0
dτ1Σ(3)

c (k,k′, σ, σ′, τ1)eiknτ1 . (A.0.16)

The sgn function is defined as, sgn(τ1 − τ2) = Θ(τ1 − τ2)−Θ(τ2 − τ1). Therefore,
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third order term of the self-energy is, Eq. (A.0.15),

Σ(3)
c (k,k′, σ, σ′, ikn) = −3J3

K

8
∑

k1,k2

∑
σ1,σ2

∫ β

0
dτ1dτ2G0

c (k1, σ1, τ1 − τ2)G0
c (k2, σ2, τ2)

[
Θ(τ1 − τ2)−Θ(τ2 − τ1)

]
eiknτ1 ,

= −3J3
K

8
∑

k1,k2

∑
σ1,σ2

∫ β

0
dτ1dτ2

[ 1
β

∑
pn

e−ipn(τ1−τ2)G0
c (k1, σ1, ipn)

]
[ 1
β

∑
qn

e−iqn(τ2)G0
c (k2, σ2, iqn)

][ 1
β

∑
rn

G0
c (k2, irn)e−irn(τ2−τ1)

]
eiknτ1

−
[
τ2 → τ1

]
,

= −3J3
K

8β3

∑
k1,k2

∑
σ1,σ2

∑
pn

G0
c (k1, ipn)G0

c (k2, ikn)G0
c (k2, ipn − ikn).

(A.0.17)

After doing Matsubara summation on the pn frequencies we obtain,[21, 30, 32]

Σ(3)(k,k′, iωn) = 3J3
K

16
∑

k1,k2

1− 2nF (ξk2)
ξk1 − ξk2

1
iωn − ξk1

. (A.0.18)



Appendix B

RPA spin and charge fluctuations
from the Hubbard model

Derivation of spin-fluctuation potential

One band Hubbard model is given by,

H =
∑
k,σ

ξkc
†
k,σck,σ +

∑
k,k′,q

Uc†k+q,↑c
†
k′−q,↓ck′,↓ck,↑,

= H0 +HI . (B.0.1)

The action in the path integral formalism is,

S = S0 + SI , (B.0.2)

S0 =
∫ β

0
dτ
∑
k,σ

c̃kσ(τ)(∂τ + ξk)ckσ(τ), (B.0.3)

SI =
∫ β

0
dτ

∑
k,k′,q

c̃k+q↑(τ)c̃k′−q↓(τ)ck′↓(τ)ck↑(τ). (B.0.4)
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The partion function is given by,

Z0 =
∫
D[c̃, c]e−S0 , (B.0.5)

Z =
∫
D[c̃, c]e−S ,

= Z0〈e−SI 〉0. (B.0.6)

Where the thermal average is defined as,

〈F [c̃kσ, ckσ]〉 =
∫
D[c̃, c]e−SF [c̃kσ, ckσ]∫

D[c̃, c]e−S , (B.0.7)

〈F [c̃kσ, ckσ]〉0 =
∫
D[c̃, c]e−S0F [c̃kσ, ckσ]∫

D[c̃, c]e−S0
. (B.0.8)

Here, we use 〈..〉0, to denote average is taken w.r.t H0 and β = 1/kBT is inverse
temperature. We then expand Eq. (B.0.5) in series,

Z
Z0

=
∞∑
n=0

(−1)n
n!

∫ β

0
dτ1...dτn〈TτHI(τ1)...HI(τn)〉0,

= 1−
∫
dτ〈HI(τ)〉0 + 1

2

∫
dτ1dτ2〈TτHI(τ1)HI(τ2)〉0

− 1
3!

∫
dτ1dτ2dτ3〈TτHI(τ1)HI(τ2)HI(τ3)〉0 + ....

(B.0.9)

The second-order term of the Eq.(B.0.9) is,

Z
Z0

∣∣∣∣∣∣
n=2

=
∫
dτ1dτ2

∑
k1,k′1,q1
k2,k′2,q2

[
Γp2(τ1 − τ2)〈Tτ c̃k1+q1↑(τ1)c̃k′1−q1↓(τ1)ck′2↓(τ2)ck2↑(τ2)〉0

+ΓT2 (τ1 − τ2)〈Tτ c̃k1+q1↑(τ1)c̃k′2−q2↓(τ2)ck′1↓(τ1)ck2↑(τ2)〉0

+Γ↑↑2 (τ1 − τ2)nq1↓(τ1)nq2↓(τ2) + Γ↓↓2 (τ1 − τ2)nq1↑(τ1)nq2↑(τ2)
]

(B.0.10)

We multiply by factor 2, (1
2 × 2), because entire second order vertex function is

invariant under (1→2) i.e., by relabelling all momentum and time label of the
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graph.

Γp2(τ1 − τ2) = U2Gk2+q2,↑(τ1 − τ2)Gk′2−q2,↓(τ1 − τ2)δk′2−q2,k′1δk1,k2+q2 ,

(B.0.11)

ΓT2 (τ1 − τ2) = U2Gk2+q2,↑(τ1 − τ2)Gk′1−q1,↓(τ2 − τ1)δk′2,k
′
1−q1δk1,k2+q2 ,

(B.0.12)

Γp2 and ΓT2 are particle -particle, particle hole interaction vertex function. Γ↑↑2 /Γ↓↓2
is the interaction vertex giving the second-order ladder diagram.

Γ↑↑2 (τ1 − τ2) = −U2Gk2+q2,↑(τ1 − τ2)Gk1+q1,↑(τ2 − τ1)δk1+q1,k2δk1,k2+q2,δq1,−q2 ,

Γ↓↓2 (τ1 − τ2) = −U2Gk′2−q2,↓(τ1 − τ2)Gk′1−q1,↑(τ2 − τ1)δk′1,k
′
2−q2δk′2,k

′
1−q1δq1,−q2 .

(B.0.13)

We define density operator,

nq,σ =
∑

k
c̃k−q,σck,σ. (B.0.14)

Transverse and longitudinal Susceptibilities.

We define spin operator as,

S+(q) =
∑

k
c†k,↑ck+q,↓ , S−(q) =

∑
k
c†k,↓ck+q,↑ , Sz(q) =

∑
k

[c†k,↑ck+q,↑ − c†k,↓ck+q,↓].

(B.0.15)

Transverse and longitudinal susceptibilities are defined as (unit ~ = 1),

χ+−(q, τ − τ ′) =
〈
TτS+(q, τ)S−(−q, τ ′)

〉
, χzz(q, τ − τ ′) =

〈
TτSz(q, τ)Sz(−q, τ ′)

〉
.

(B.0.16)
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𝑘 𝑘 + 𝑞 

𝑘′ 𝑘′ − 𝑞 

𝑞 

𝑘2 + 𝑞2 = 𝑘1 

𝑘1
′ − 𝑞1 = 𝑘2

′  

𝑘2 

𝑘1
′  

𝑘1 + 𝑞1 

𝑘2
′ − 𝑞2 

𝑞2 
𝑞1 

𝜏1 𝜏2 

𝜏1 𝜏2 

𝑘1
′ − 𝑞1 

𝑘1 𝑘1 + 𝑞1 = 𝑘2 

𝑘2
′ − 𝑞2 = 𝑘1

′  

𝑞3 

𝑘2 + 𝑞2 = 𝑘3 𝑘3 + 𝑞3 

𝑘3
′ − 𝑞3 = 𝑘2

′  𝑘3
′  

𝑞1 

𝑞2 

𝜏1 𝜏2 𝜏3 

𝜏1 𝜏2 𝜏3 

(𝑎) (𝑏) (𝑐) 

Figure B.1: (a), (b), (c) represents first, second, and third-order Feynman diagram.

χ+−(q, τ − τ ′) = −
∑
k,k′
Gk+q,↓(τ − τ ′)Gk′−q,↑(τ ′ − τ)δk+q,k′ ,

= −
∑

k
Gk+q,↓(τ − τ ′)Gk,↑(τ ′ − τ),

= −
∑

k
Gk−q,↑(τ ′ − τ)Gk,↓(τ − τ ′). (B.0.17)

χzz(q, τ − τ ′) = −
∑
k,k′
Gk+q,↑(τ − τ ′)Gk′−q,↑(τ ′ − τ),

= −
∑
k,k′
Gk+q,↓(τ − τ ′)Gk′−q,↓(τ ′ − τ),

= −
∑

k
Gk+q,σ(τ − τ ′)Gk,σ(τ ′ − τ),

= −
∑

k
Gk−q,σ(τ ′ − τ)Gk,σ(τ − τ ′). (B.0.18)
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𝑘2 + 𝑞2 = 𝑘1

𝑘1
′ − 𝑞1 = 𝑘2

′

𝑘2

𝑘1
′

𝑘1 + 𝑞1

𝑘2
′ − 𝑞2

𝑞2 𝑞1

𝜏1 𝜏2

𝜏2 𝜏1

𝑘2 + 𝑞2 = 𝑘1

𝑘1
′ − 𝑞1 = 𝑘2

′

𝑘2

𝑘1
′

𝑘1 + 𝑞1

𝑘2
′ − 𝑞2

𝑞2

𝑞1

𝜏1 𝜏2

𝜏1 𝜏2

(𝑎) (𝑏)

Figure B.2: (a), (b), represents second-order ladder diagram.

𝑘1
′ − 𝑞1

𝑘1 𝑘1 + 𝑞1 = 𝑘2

𝑘2
′ − 𝑞2 = 𝑘1

′

𝑞3

𝑘2 + 𝑞2 = 𝑘3 𝑘3 + 𝑞3

𝑘3
′ − 𝑞3 = 𝑘2

′ 𝑘3
′

𝑞1

𝑞2

𝜏1
𝜏2 𝜏3

𝜏1 𝜏2 𝜏3

𝑘1

𝑘1
′ − 𝑞1

𝑘1 + 𝑞1 = 𝑘2

𝑘2
′ − 𝑞2 = 𝑘1

′

𝑞3

𝑘2 + 𝑞2 = 𝑘3 𝑘3 + 𝑞3

𝑘3
′ − 𝑞3 = 𝑘2

′𝑘3
′

𝑞1

𝑞2

𝜏1
𝜏2 𝜏3

𝜏1𝜏2𝜏3

(𝑎) (𝑏)

Figure B.3: (a) Feynmann diagram correspond to Eq. (B.0.23), (B.0.24). (b)
Time direction has been reversed in the spin down chanel.
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Ladder diagrams

Second order

From Eq. (B.0.12)

Z
Z0

∣∣∣∣∣∣
2nd term

n=2

= U2
∫
dτ1dτ2

∑
k1,k′1,q1
k2,k′2,q2

Gk2+q2,↑(τ1 − τ2)Gk′1−q1,↓(τ2 − τ1)δk′2,k
′
1−q1δk1,k2+q2,

〈Tτ c̃k1+q1↑(τ1)c̃k′2−q2↓(τ2)ck′1↓(τ1)ck2↑(τ2)〉0, (B.0.19)

The δ-function gives, (a) k1 = k2 + q2, (b) k′2 = k′1 − q1. This momentum con-
servation leads to four free momentum summation. We remove k1 and k′2 from
Eq. (B.0.19), assuming Q = q1 + q2

Z
Z0

∣∣∣∣∣∣
2nd term

n=2

= U2
∫
dτ1dτ2

∑
k′1,q1
k2,Q

Gk2+Q−q1,↑(τ1 − τ2)Gk′1−q1,↓(τ2 − τ1)

〈Tτ c̃k2+Q↑(τ1)c̃k′1−Q↓(τ2)ck′1↓(τ1)ck2↑(τ2)〉0, (B.0.20)

Using transverse susceptibility definition from Eq. (B.0.17),

∑
q1

Gk2+Q−q1,↑(τ1 − τ2)Gk′1−q1,↓(τ2 − τ1) =
∑
q1

Gk2+Q+q1,↑(τ1 − τ2)Gk′1+q1,↓(τ2 − τ1),

=
∑
q1

Gk2+Q+q1−k′1,↑(τ1 − τ2)Gq1,↓(τ2 − τ1),

= −χ+−(k′1 − k2 −Q, τ2 − τ1). (B.0.21)
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Finally from Eq. (B.0.20)

Z
Z0

∣∣∣∣∣∣
2nd term

n=2

= −U2 ∑
k′1,k2,Q

∫
dτ1dτ2 χ+−(k′1 − k2 −Q, τ2 − τ1)〈Tτ c̃k2+Q↑(τ1)

c̃k′1−Q↓(τ2)ck′1↓(τ1)ck2↑(τ2)〉0,

= −U2 ∑
k′1,k2,Q

∫
dτ1dτ2

(
χ+−(k′1 + k2, τ2 − τ1)

)
〈Tτ c̃−k2↑(τ1)c̃k′1+Q↓(τ2)

ck′1↓(τ1)c−k2+Q↑(τ2)〉0,

= −U2 ∑
k,k′,q

∫
dτ ′dτ χ+−(k′ + k, τ − τ ′)〈Tτ c̃−k↑(τ ′)c̃k′+q↓(τ)

ck′↓(τ ′)c−k+q↑(τ)〉0.

(B.0.22)

Third order

Frm Eq.(B.0.9) third order term is given by,

Z
Z0

∣∣∣∣∣∣
n=3

= 1
3!

∫
dτ1dτ2dτ3〈TτHI(τ1)HI(τ2)HI(τ3)〉0

=
∫
dτ1dτ2dτ3

∑
k1,k′1,q1
k2,k′2,q2
k3,k′3,q3

[
ΓT3 (τ1, τ2, τ3)〈−Tτ c̃k3+q3↑(τ3)c̃k′1−q1↓(τ1)ck′3↓(τ3)

ck1↑(τ1)〉0 + ΓL3 (τ1, τ2, τ3)〈Tτ c̃k1+q1↑(τ1)c̃k′3−q3↓(τ3)ck′3↓(τ3)ck1↑(τ1)〉0
]
,

(B.0.23)

where, the vertex function is,

ΓT3 (τ1, τ2, τ3) = −U3Gk′2−q2,↓(τ1 − τ2)Gk1+q1,↑(τ2 − τ1)Gk2+q2,↑(τ3 − τ2)

Gk′3−q3,↓(τ2 − τ3)δk′2−q2,k′1δk1+q1,k2δk2+q2,k3δk′3−q3,k′2 ,

(B.0.24)

The δ-function gives, (a) k′1 = k′2 − q2, (b) k2 = k1 + q1, (c) k3 = k2 + q2,
(d) k′2 = k′3 − q3. We introduce new momentum (f) Q = q1 + q2 + q3. This
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term is shown in Fig.B.3. It is clear from the figure that for irreducible diagrams
three time (τ1, τ2, τ3) can be combined 3! ways, which cancel 3! in the denominator.
From Eq. (B.0.23) we get,

Z
Z0

∣∣∣∣∣∣
1st term

n=3

=
∑

k′3,k1,Q

∫
dτ1dτ3U

3
( ∫

dτ2χ
+−(k′3 − k1 −Q, τ2 − τ3)

χ+−(k′3 − k1 −Q, τ1 − τ2)
)
〈Tτ c̃k3+q3↑(τ3)c̃k′1−q1↓(τ1)ck′3↓(τ3)ck1↑(τ1)〉0,

(B.0.25)

where, we have used,

∑
q3

Gk2+q2,↑(τ3 − τ2)Gk′3−q3,↑(τ2 − τ3) =
∑
q3

Gk1+Q−q3,↑(τ3 − τ2)Gk′3−q3,↑(τ2 − τ3),

=
∑
q3

Gk1+Q+q3,↑(τ3 − τ2)Gk′3+q3,↑(τ2 − τ3),

=
∑
q3

Gk1+Q−k′3+q3,↑(τ3 − τ2)Gq3,↑(τ2 − τ3),

= −χ+−(k′3 − k1 −Q, τ2 − τ3). (B.0.26)

∑
q1

Gk′2−q2,↓(τ1 − τ2)Gk1+q1,↑(τ2 − τ1) =
∑
q1

Gk′3−Q+q1,↓(τ1 − τ2)Gk1+q1,↑(τ2 − τ1),

=
∑
q1

Gk′3−Q+q1−k1,↓(τ1 − τ2)Gq1,↑(τ2 − τ1),

= −χ+−(k′3 − k1 −Q, τ1 − τ2). (B.0.27)
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Z
Z0

∣∣∣∣∣∣
1st term

n=3

=
∑

k′3,k1,Q

∫
dτ1dτ3U

3
( ∫

dτ2χ
+−(k′3 − k1 −Q, τ2 − τ3)χ+−(k′3 − k1 −Q, τ1 − τ2)

)
〈Tτ c̃k1+Q↑(τ3)c̃k′3−Q↓(τ1)ck′3↓(τ3)ck1↑(τ1)〉0,

=
∑

k′3,k1,Q

∫
dτ1dτ3U

3
( ∫

dτ2χ
+−(k′3 + k1, τ2 − τ3)χ+−(k′3 + k1, τ1 − τ2)

)
〈Tτ c̃−k1↑(τ3)c̃k′3+Q↓(τ1)ck′3↓(τ3)c−k1+q1↑(τ1)〉0,

=
∑

k′,k,q

∫
dτdτ ′U3

( ∫
dτ
′′
χ+−(k′ + k, τ ′′ − τ ′)χ+−(k′ + k, τ − τ ′′)

)
〈Tτ c̃−k↑(τ ′)c̃k′+q↓(τ)ck′↓(τ ′)c−k+q↑(τ)〉0. (B.0.28)

We now add all ladder diagram upto infinite order ,

−U2χ+−(k′ + k)− U3(χ+−(k′ + k)2 − U4(χ+−(k′ + k))3 − ..,

= −U2χ+−(k′ + k)
(

1 + Uχ+−(k′ + k) + ...
)
,

= −U2χ+−(k′ + k)
1 + Uχ+−(k′ + k) ,

= −ΓRPALadder(k′ + k). (B.0.29)
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𝑘1
′ 𝑘1

′ − 𝑞1

𝑘2
′ + 𝑞1𝑘2

′

𝜏1

𝜏2

𝑘1 + 𝑞1 = 𝑘2

𝑘1

𝑞1

𝑞1 = −𝑞2

𝜏1

𝜏2 𝜏3

𝑘1 + 𝑞1𝑘1

𝑘3
′ − 𝑞3𝑘3

′

𝑞1

𝑞2

𝑞3

𝜏2

𝑘1
′ − 𝑞1 = 𝑘2

′

𝑘2
′ − 𝑞2 = 𝑘1

′ 𝑘2 + 𝑞2 = 𝑘3

𝑘3 + 𝑞3 = 𝑘2

(𝑎) (𝑏)

Figure B.4: (a) Feynman diagram correspond to Eq. (B.0.30).

Bubble diagrams

Bubble diagram calculated from Eq. (B.0.13)

Z
Z0

∣∣∣∣∣∣
3nd term

n=2

= U2
∫
dτ1dτ2

∑
k1,q1
k2,q2

Γ↑↑2 (τ1 − τ2)〈nq1↓(τ1)nq2↓(τ2)〉0,

= −U2
∫
dτ1dτ2

∑
k1,q1
k2,q2

Gk2+q2,↑(τ1 − τ2)Gk1+q1,↑(τ2 − τ1)δk1,k2+q2,δq1,−q2

〈nq1↓(τ1)n−q1↓(τ2)〉0,

= −U2
∫
dτ1dτ2

∑
k1,q1

Gk1,↑(τ1 − τ2)Gk1+q1,↑(τ2 − τ1)〈nq1↓(τ1)n−q1↓(τ2)〉0,

= U2
∫
dτ1dτ2

∑
q1

χzz(q1, τ2 − τ1)〈nq1↓(τ1)n−q1↓(τ2)〉0,

= −U2
∫
dτ1dτ2

∑
k′1,k

′
2,q1

χzz(q1, τ2 − τ1)〈Tτ c̃k′1−q1↓(τ1)c̃k′2+q1↓(τ2)

ck′1↓(τ1)ck′2↓(τ2)〉0.

(B.0.30)



126

Fig.B.4(a) shows first order bubble diagram.

Third order

ΓL3 (τ1, τ2, τ3) = U3Gk′1−q1,↓(τ2 − τ1)Gk′2−q2,↓(τ1 − τ2)Gk2+q2,↑(τ3 − τ2)Gk3+q3,↑(τ2 − τ3)

δk′2,k
′
1−q1δk′2−q2,k′1δk2+q2,k3δk3+q3,k2 . (B.0.31)

The δ-function gives four conditions on momentum, (a) k′2 = k′1 − q1, (b) k′2 − q2 = k′1,
(c) k2 + q2 = k3, (d) k3 + q3 = k2. These momentum conservations leads to
(e) q2 = −q1 = −q3.

Therefore, from Eq. (B.0.30) we obtain,

Z
Z0

∣∣∣∣∣∣
2nd term

n=3

=
∑

k1,k′3,q1

∫
dτ1dτ3U

3
( ∫

dτ2χ
↓↓(q1, τ1 − τ2)χ↑↑(q1, τ2 − τ3)

)
〈Tτ c̃k1+q1↑(τ1)c̃k′3−q1↓(τ3)ck′3↓(τ3)ck1↑(τ1)〉0. (B.0.32)

Using longitudinal susceptibility definition from Eq. (B.0.18),

∑
k′2

Gk′1−q1,↓(τ2 − τ1)Gk′2−q2,↓(τ1 − τ2) =
∑
k′2

Gk′2,↓(τ2 − τ1)Gk′2+q1,↓(τ1 − τ2),

= −χ↓↓(q1, τ1 − τ2), (B.0.33)

∑
k3

Gk2+q2,↑(τ3 − τ2)Gk3+q3,↑(τ2 − τ3) =
∑
k3

Gk3,↑(τ3 − τ2)Gk3+q3,↑(τ2 − τ3),

= −χ↑↑(q3, τ1 − τ2). (B.0.34)
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Below we change label, (a) k1 + q1 → k′3, (b)τ3 → τ1

Z
Z0

∣∣∣∣∣∣
2nd term

n=3

=
∑

k1,k′3,q1

∫
dτ3dτ1U

3
( ∫

dτ2χ
↓↓(k′3 − k1, τ3 − τ2)χ↑↑(k′3 − k1, τ2 − τ1)

)
〈Tτ c̃k′3↑(τ3)c̃−k′1+q1↓(τ1)ck′1↓(τ1)c−k′3+q1↑(τ3)〉0,

=
∑

k,k′,q

∫
dτ ′dτU3

( ∫
dτ
′′
χ↓↓(k′ − k, τ ′ − τ ′′)χ↑↑(k′ − k, τ ′′ − τ)

)
〈Tτ c̃k′↑(τ ′)c̃−k+q↓(τ)ck↓(τ)c−k′+q↑(τ ′)〉0. (B.0.35)

We add all bubble diagrams,

−U3(χzz(k′ − k))2 − U5(χzz(k′ − k))4 − U7(χzz(k′ − k))6..

= −U3(χzz(k′ − k))2
(

1 + U2(χzz(k′ − k))2 + U3(χzz(k′ − k))4 +
)
,

= − U3(χzz(k′ − k))2

1− U3(χzz(k′ − k))2 ,

= −ΓRPABubble(k′ − k). (B.0.36)

From Fig.B.5 we obtain spin-fluctuation potential,

ΓRPA(k′,k) = U + ΓRPALadder(k′ + k) + ΓRPABubble(k′ − k),

= U + U2χ+−(k′ + k)
1 + Uχ+−(k′ + k) + U3(χzz(k′ − k))2

1− U3(χzz(k′ − k))2 .

(B.0.37)
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𝑘 𝑘 + 𝑞

𝑘′ 𝑘′ − 𝑞

𝑞

𝑘 𝑘 + 𝑞

𝑘′ 𝑘′ − 𝑞

Γ
= +

𝑘2 + 𝑞2

𝑘1
′ − 𝑞1

𝑘2

𝑘1
′

𝑘1 + 𝑞1

𝑘2
′ − 𝑞2

𝑞2 𝑞1

𝜏1 𝜏2

𝜏2 𝜏1

𝜏1

𝜏2 𝜏3

𝑘1 + 𝑞1𝑘1

𝑘3
′ − 𝑞3𝑘3

′

𝑞1

𝑞2

𝑞3

𝜏2

𝑘2
′

𝑘2
′ − 𝑞2 𝑘3

𝑘3 + 𝑞3

+
+

𝑘1

𝑘1
′ − 𝑞1

𝑘1 + 𝑞1

𝑘2
′ − 𝑞2

𝑞3

𝑘2 + 𝑞2 𝑘3 + 𝑞3

𝑘3
′ − 𝑞3𝑘3

′

𝑞1
𝑞2

𝜏1 𝜏2 𝜏3

𝜏1𝜏2𝜏3

+ ……

Figure B.5: Feynman diagrams of the Hubbard model for the spin-fluctuation me-
diated pairing strength. The incoming and outgoing solid lines represent fermionic
operators, and the dashed line represents Coulomb interactions U . The circle on
the left side of the figure is the effective interaction vertex potential. To the right
side of the figure, the first diagram is the bare interaction, the second and fourth
diagram is the second and third-order ladder diagrams, and the third diagram is
called bubble diagram.
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